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Abstract—We construct a new monotone finite volume scheme for diffusion problem on distorted quadrilateral meshes, and the scheme also takes account of the geometric distortion of cells and changes of physical variables on each edge, moreover, a part of the mesh stencil is fixed. The new scheme is proved to be monotone, i.e. it preserves positivity of analytical solutions. Numerical results are presented to demonstrate the numerical performance of our new monotone scheme such as solution positivity-preserving, conservation, accuracy and efficiency on distorted meshes.
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I. INTRODUCTION

INVESTIGATING the numerical schemes with high accuracy and efficiency for diffusion equations on distorted meshes is very important in Lagrangian hydrodynamics and magnetohydrodynamics. It is well known that classical finite volume (FV) and finite element (FE) schemes may produce non-monotone solutions on general meshes and for full diffusion tensors ([12], [3], [12]). In [12], it is shown that a linear nine-point method cannot unconditionally satisfy the monotonicity criteria on arbitrary quadrilateral meshes when the discretization satisfies local conservation and exact linearity-preserving as well. Severe restrictive conditions on the geometry of meshes or diffusion coefficients are imposed for some known schemes to satisfy the monotonicity or the discrete maximum principle ([5], [9], [11]). To guarantee solution positivity on general meshes, two repairing techniques are introduced in [8] for linear finite element method, and in [16] a limiter method is applied for anisotropic diffusion problems.

A number of nonlinear methods have been proposed for diffusion equation ([11], [4], [6], [7], [14], [15], [19]). The monotone FV method developed in this article is based on a nonlinear two-point flux approximation scheme. The original idea belongs to C. Le Potier who proposes a nonlinear FV scheme for highly anisotropic diffusion operators on unstructured triangular meshes in [14]. It is shown that the scheme is well-suited for parabolic equations is monotone only for sufficiently small time steps. The method of [14] is further developed and analyzed in [6] for steady-state diffusion problems on shape regular polygonal meshes and with a special choice of collocation points.

In [19] a monotone scheme on star-shaped polygonal meshes is constructed for diffusion equations with full tensor diffusion coefficients, where an adaptive strategy of constructing discrete flux is proposed to guarantee monotonicity on distorted meshes. The basic idea is to choose appropriate cell-edge entering into the stencil of discrete flux, and the key ingredient of the strategy is that the normal direction is decomposed into a weighted combination of two auxiliary directions with the weights being non-negative. Thus the geometric distortion of cells is taken into account in the construction of discrete normal flux, and it is unnecessary to define special collocation points. However, the chosen cell-edges in designing discrete normal flux may not include the original edge on which the discrete normal flux is defined. Thus, the physical variables on the original cell-edge cannot appear directly in the expression of the discrete flux.

Using characteristic of quadrilateral cells, we introduce a new design of monotone scheme for diffusion problem on distorted quadrilateral meshes. The scheme preserves solution positivity and conservation, and has high computational efficiency and it also takes account of the geometric distortion of cells and changes of physical variables on each edge. Moreover the new scheme keeps the same good merits of the scheme in [19].

The outline of this article is as follows. In section 2 we describe the construction of the new nonlinear monotone scheme. The numerical results are presented in section 3 to illustrate the basic features of the new scheme such as positivity, accuracy, discrete conservation and efficiency. Finally the conclusions are given in section 4.

II. CONSTRUCTION OF MONOTONE NONLINEAR SCHEME

A. Problem and notation

Let be an open bounded polygonal set of $R^2$ with boundary $\partial \Omega$. Consider the stationary diffusion problem for unknown $u = u(x)$:

$$-\nabla \cdot (\kappa \nabla u) = f \quad \text{in} \quad \Omega,$$

$$u(x) = g \quad \text{on} \quad \partial \Omega,$$

where $\kappa = \kappa(x)$ is a positive definite matrix (possibly anisotropic), and $f = f(x)$ is a source term.

A discretization of $\Omega$, denoted by $D$, is given by $D = (\mathcal{J}, \mathcal{E})$, where:

- $\mathcal{J} = \{K\}$ is a finite family of non-empty connected open disjoint subsets of $\Omega$ (the control volumes) such that $\Omega = \bigcup_{K \in \mathcal{J}} K$. For $K \in \mathcal{J}$, let $\partial K$ denote the cell boundary,

- $\mathcal{E} = \{\sigma\}$ is a finite family of disjoint edges in $\Omega$ (the edges of the mesh) such that for $\sigma \in \mathcal{E}$, $\sigma$ is a line segment with a strictly positive length denoted by $|\sigma|$.

We assume that, for all $K \in \mathcal{J}$, there exists a subset $\mathcal{E}_K$...
of $\mathcal{E}$ such that $\partial K = \cup_{\sigma \in \mathcal{E}} \mathfrak{p}_i$. We also assume that, for all $\sigma \in \mathcal{E}$, either $\sigma \in \partial \Omega$ or $\sigma = K[L]$ for some $(K,L) \in \mathcal{J} \times \mathcal{J}$. Let $\mathcal{E}_{int} = \mathcal{E} \cap \Omega$ and $\mathcal{E}_{ext} = \mathcal{E} \cap \partial \Omega$.

With each cell $K$ we associate one point (the so-called collocation point or cell center) denoted also by $K$: the centroid is a qualified candidate. We assume that each cell is star-shaped with respect to the collocation point, that is any ray emanating from the cell center $K$ intersects the boundary of cell $K$ at exactly one point. All convex polygons are star-shaped. We assume $\kappa(x)$ is smooth piecewisely with possible jump on the edges of mesh, so does the solution $u(x)$.

We use the following notations. Denote the cell vertex by $A, B$ or $P_i, i=1,2,3,\cdots m(K)$ is the measure of cell $K$. Denote $h = (\sup_{K \in \mathcal{E}} m(K))^{1/2}$. $\mathbf{n}_{K,\sigma}$ (resp. $\mathbf{n}_{L,\sigma}$) is the unit outer normal on the edge $\sigma$ of cell $K$ (resp. $L$). There holds $\mathbf{n}_{K,\sigma} = -\mathbf{n}_{L,\sigma}$ for $\sigma = K[L]$. $\mathbf{t}_{KP_i}$ and $\mathbf{t}_{LP_i}$ are the unit tangential vectors on the line $KP_i$ and $LP_i$ $(i=1,2,\cdots)$ respectively.

B. Construction of scheme

Integrate (1) over the cell $K$, to obtain

$$\sum_{\sigma \in \mathcal{E}_K} F_{K,\sigma} = \int_K f(x) dx, \tag{3}$$

where the continuous flux on the edge $\sigma$ is

$$F_{K,\sigma} = -\int_{\sigma} \kappa(x) \nabla u(x) \cdot \mathbf{n}_{K,\sigma} dl = -\int_{\sigma} \nabla u(x) \cdot \kappa(x)^T \mathbf{n}_{K,\sigma} dl, \tag{4}$$

and $\k(x)^T$ is the transpose of matrix $\kappa$, and $\k(x)^T = \k(x)$.

A quadrilateral cell has the following characteristic: the geometrical center (Fig. 1) is the intersection point of two line segments that connect the midpoints of the opposite edges. Here we consider anisotropic problems and use the above characteristic to specially choose a kind of discrete stencil on quadrilateral meshes.

Since the matrix $\kappa$ is positive definite, the ray originated in the point $K$ along the direction of the co-normal vector $\mathbf{t}_{K,\sigma} = \kappa_k^T \mathbf{n}_{K,\sigma}$ must intersect the edge $\sigma$ or the extension of $\sigma$, and the cross point is denoted by $O_1$ (Figs. 2, 3 and 4). Similarly, the ray originated in the point $L$ along the direction $\mathbf{t}_{L,\sigma} = \kappa_l^T \mathbf{n}_{L,\sigma}$ must intersect the edge $\sigma$ or the extension of $\sigma$, and the cross point is $O_2$. For $\mathbf{t} = (a_1, a_2)$ and $\mathbf{b} = (b_1, b_2)$, we define $\mathbf{t} \circ \mathbf{b} = a_1 b_2 - a_2 b_1$ in this paper. There are three cases of the cross point’s location:

1) The cross point is on the line segment $\sigma$ (Fig. 2), i.e., $\mathbf{t}_{K,\sigma} \circ \mathbf{t}_{K,\sigma} \geq 0, \mathbf{t}_{K,\sigma} \circ \mathbf{t}_{L,\sigma} \geq 0$. Let $S_1 = B, S_2 = A$.

2) The cross point is on the extension of $\sigma$, and $\mathbf{t}_{K,\sigma} \circ \mathbf{t}_{L,\sigma} > 0, \mathbf{t}_{K,\sigma} \circ \mathbf{t}_{K,\sigma} > 0$ (Fig. 3). Let $S_1 = \frac{3L+B}{4}, S_2$ be the midpoint of $P_1P_2$, which is the opposite side of $\sigma$.

3) The cross point is on the extension of $\sigma$, and $\mathbf{t}_{K,\sigma} \circ \mathbf{t}_{L,\sigma} < 0, \mathbf{t}_{K,\sigma} \circ \mathbf{t}_{K,\sigma} > 0$ (Fig. 4). Let $S_1$ be the midpoint of $P_1P_2$, $S_2 = \frac{3L+B}{4}$.

Similarly, we can define $S_3, S_4$ for the cell $L$.

Let $\theta_{K1}$ be the angle between $KS_1$ and $KOA$, $\theta_{K2}$ the angle between $KO_1$ and $KKS_2$, $\theta_{L1}$ the angle between $LS_3$ and $LO_2$, and $\theta_{L2}$ the angle between $LO_2$ and $LS_4$. Denote $\theta_K = \theta_{K1} + \theta_{K2}$, i.e., $\theta_K$ is the angle between $KS_1$ and $KS_2$, and $\theta_L = \theta_{L1} + \theta_{L2}$, i.e., $\theta_L$ is the angle between $LS_3$ and $LS_4$. From the positive definiteness of $\kappa$ it follows that there hold

$$0 \leq \theta_K, \theta_L < \pi \quad (i=1,2) \quad \text{and} \quad 0 < \theta_K, \theta_L < \pi. \tag{5}$$

Since the two vectors $\mathbf{t}_{K,S_1}$ and $\mathbf{t}_{K,S_2}$ cannot be collinear. The trigonometric observation gives the following (see [19] for details):

From the definition of $S_i$ $(1 \leq i \leq 4)$ there exist positive numbers $\hat{\alpha}_{K,\sigma}$ and $\hat{\beta}_{K,\sigma}$ such that

$$|\mathbf{t}_{K,\sigma}| = \hat{\alpha}_{K,\sigma} \mathbf{t}_{K,S_1} + \hat{\beta}_{K,\sigma} \mathbf{t}_{K,S_2}, \tag{6}$$

$$\frac{|\mathbf{t}_{K,\sigma}|}{|\mathbf{t}_{K,\sigma}|} = \frac{\hat{\alpha}_{K,\sigma} \mathbf{t}_{K,S_1} + \hat{\beta}_{K,\sigma} \mathbf{t}_{K,S_2}}{|\mathbf{t}_{K,\sigma}|}.$$
negative coefficients

At the moment, this flux involves three rather than two of cell $i = 1, 2, 3, 4$.

Substituting (6) into (4), we obtain

$$
\mathcal{F}_{K, \sigma} = \int_{\sigma} \left[ \begin{array}{c} \tilde{I}_{L, \sigma}^2 \tilde{l}_{K, \sigma}^2 \sin \theta \left( \frac{u(S_1) - u(K)}{|K_{S_1}|} \right) + \beta_{L, \sigma} \frac{u(S_2) - u(K)}{|K_{S_2}|} \right] + O(h^2) \right) \, \mathrm{d}l.
$$

Let

$$
F_1 = -|\tilde{I}_{K, \sigma}| |\sigma| \left( \frac{\tilde{I}_{L, \sigma} u_{S_1} - u_K}{|K_{S_1}|} + \beta_{L, \sigma} \frac{u_{S_2} - u_K}{|K_{S_2}|} \right) u_K.
$$

At the moment, this flux involves three rather than two unknowns. To derive a two-point flux on $\sigma = K|L$, we further approximate the flux through edge $\sigma$ of cell $L$ as follows:

$$
F_2 = -|\tilde{I}_{L, \sigma}| |\sigma| \left( \frac{\tilde{I}_{L, \sigma} u_{S_1} - u_L}{|L_{S_1}|} + \beta_{L, \sigma} \frac{u_{S_2} - u_L}{|L_{S_2}|} \right) u_L.
$$

Let $F_{K, \sigma}$ be the discrete normal flux on edge $\sigma$ of cell $K$ defined as a linear combination of $F_1$ and $F_2$ with non-negative coefficients $\mu_1$ and $\mu_2$:

$$
F_{K, \sigma} = \mu_1 F_1 - \mu_2 F_2,
$$

where $\mu_1$ and $\mu_2$ are two numbers satisfying $\mu_1 + \mu_2 = 1,$ and the last two rows of the above expression is required to be cancelled. Hence we choose $\mu_1$ and $\mu_2$ such that

$$
\begin{align*}
\mu_1 + \mu_2 &= 1, \\
-\mu_1 \mu_1 + \mu_2 \mu_2 &= 0,
\end{align*}
$$

which implies that

$$
\mu_1 > 0, \quad \mu_2 > 0.
$$

For $\sigma = K|L \in \mathcal{E}_{int}$, by (10) and (11), we have

$$
F_{K, \sigma} = A_{K, \sigma} u_K - A_{L, \sigma} u_L,
$$

where

$$
A_{K, \sigma} = \mu_1 |\tilde{I}_{K, \sigma}| |\sigma| \left( \frac{\tilde{I}_{K, \sigma} u_{S_1}}{|K_{S_1}|} + \frac{\tilde{I}_{K, \sigma} u_{S_2}}{|K_{S_2}|} \right),
$$

$$
A_{L, \sigma} = \mu_2 |\tilde{I}_{L, \sigma}| |\sigma| \left( \frac{\tilde{I}_{L, \sigma} u_{S_1}}{|L_{S_1}|} + \frac{\tilde{I}_{L, \sigma} u_{S_2}}{|L_{S_2}|} \right).
$$

Under the condition (13), it's obvious that there hold

$$
A_{K, \sigma} > 0, \quad A_{L, \sigma} > 0.
$$

For $\sigma \subset \partial \Omega \cap \partial K$, we define

$$
F_{K, \sigma} = -|\tilde{I}_{K, \sigma}| |\sigma| \left( \frac{\tilde{I}_{K, \sigma} u_{S_1}}{|K_{S_1}|} + \frac{\tilde{I}_{K, \sigma} u_{S_2}}{|K_{S_2}|} \right) u_K - \left( \frac{\tilde{I}_{K, \sigma}}{|K_{S_1}|} + \frac{\tilde{I}_{K, \sigma}}{|K_{S_2}|} \right) u_K
$$

$$
= \tilde{A}_{K, \sigma} u_K - a_{K, \sigma},
$$

where

$$
A_{K, \sigma} = |\tilde{I}_{K, \sigma}| |\sigma| \left( \frac{\tilde{I}_{K, \sigma} u_{S_1}}{|K_{S_1}|} + \frac{\tilde{I}_{K, \sigma} u_{S_2}}{|K_{S_2}|} \right),
$$

$$
a_{K, \sigma} = |\tilde{I}_{K, \sigma}| |\sigma| \left( \frac{\tilde{I}_{K, \sigma} u_{S_1}}{|K_{S_1}|} + \frac{\tilde{I}_{K, \sigma} u_{S_2}}{|K_{S_2}|} \right).
$$
With the definition of $F_{K,\sigma}$ the finite volume scheme is formulated as follows:

$$
\sum_{\sigma \in \mathcal{E}_K} F_{K,\sigma} = f_K m(K), \quad \forall K \in \mathcal{J}, \quad (16)
$$

$$
u_{P_i} = g_{P_i}, \quad \forall P_i \in \partial \Omega, \quad (17)
$$

where $f_K = f(K)$.

C. Discrete system and monotonicity theorem

Substituting (14) and (15) into (16), we get a nonlinear algebraic system

$$A(U)U = F, \quad (18)$$

where $U$ is the vector of discrete unknowns at the collocation points and $A(U)$ is the matrix of this system. The matrix $A(U)$ is assembled from $2 \times 2$ matrices

$$A_{\sigma}(U) = \begin{pmatrix}
A_{K,\sigma}(U) & -A_{L,\sigma}(U) \\
-A_{K,\sigma}(U) & A_{L,\sigma}(U)
\end{pmatrix}
$$

for interior edges and $1 \times 1$ matrices $A_\sigma(U) = A_{K,\sigma}(U)$ for Dirichlet edges. The vector $F$ at the right hand of (18) is generated by the source and the boundary data.

The matrix $A(U)$ is non-symmetric and has the following properties:

1. All diagonal entries of matrix $A(U)$ are positive.
2. All off-diagonal entries of $A(U)$ are non-positive.
3. Each column sum in $A(U)$ is non-negative and there exists a column with a positive sum.

These properties imply $A(U)$ is weak diagonal dominance in column.

Just as [6], we use Picard iteration to solve the nonlinear system (18): Select an initial vector $U^0$ with non-negative entries and a small value $\epsilon_{non} > 0$, and repeat for $k = 1, 2, \ldots$,

1. solve $A(U^{k-1})U^k = F$.
2. stop if $\|A(U^k)U^k - F\| \leq \epsilon_{non}\|A(U^0)U^0 - F\|$. The linear system with non-symmetric matrix $A(U^{k-1})$ is solved by the GMRES method with ILUT preconditioner. The GMRES iterations are terminated when the relative norm of the residual becomes smaller than $\epsilon_{lin}$.

In order to show that our schemes are monotone, we introduce the following theorem:

**Theorem 1:** For an irreducible matrix $A = (a_{ij})_{n \times n}$ satisfying $a_{ii} > 0 (1 \leq i \leq n)$ and $a_{ij} \leq 0 (1 \leq i, j \leq n, i \neq j)$, if $A$ is weak diagonal dominance in rows, that is

$$
\sum_{j=1}^{n} a_{ij} \geq 0 \quad (i = 1, 2, \ldots, n), \quad (19)
$$

with strict inequality for at least one of the equations (19). Then the matrix $A$ is an M-matrix.

Then we claim that our scheme is monotone:

**Theorem 2:** Let $F \geq 0$, $U^0 \geq 0$ and linear systems in Picard iterations are solved exactly. Then all iterates $U^k$ are non-negative vectors:

$$U^k \geq 0. \quad (20)$$

**Proof:** We first prove that the matrix $A(U)$ is monotone for any vector $U$ with non-negative components. In the above section, we have state some properties of matrix $A(U)$. It’s obvious that the matrix $A^T(U)$ satisfies the conditions of theorem 1, hence $A^T(U)$ is an M-matrix, that is all entries of $(A^T(U))^{-1}$ are non-negative. Since inverse and transpose operation commute, $(A^T(U))^{-1} = (A^{-1}(U))^T$, we conclude that all entries of $A^{-1}(U)$ are non-negative and $A(U)$ is monotone for any vector $U \geq 0$.

Noticing that $U^0 \geq 0$, we assume for some integer $k_0 > 0$,

$$U^{k_0-1} \geq 0. \quad (21)$$

Hence, the matrix $A(U^{k_0-1})$ is monotone, that is $A^{-1}(U^{k_0-1}) \geq 0$. Also notice $F \geq 0$, it follows that the solution $U^{k_0}$ of $A(U^{k_0-1})U^{k_0} = F$ is a non-negative vector, that is

$$U^{k_0} \geq 0. \quad (22)$$

By induction argument, there are

$$U^k \geq 0, \quad \forall k \geq 0. \quad (23)$$

III. NUMERICAL EXPERIMENTS

When applying nonlinear schemes for solving linear diffusion problems the computational cost is usually high in comparison with a linear scheme. It is necessary to test the efficiency of nonlinear monotone scheme for solving nonlinear diffusion problems. Numerical results in this section will be given to demonstrate the performance of the new nonlinear scheme such as positivity-preserving, conservation and efficiency for the nonlinear system of equations for non-equilibrium diffusion coupled to material conduction ([10]):

$$
\frac{\partial E}{\partial t} - \nabla \cdot (D \nabla E) = \sigma_a (T^3 - E), \quad (24)
$$

$$
\frac{\partial T}{\partial t} - \nabla \cdot (\kappa \nabla T) = \sigma_a (E - T^4), \quad (25)
$$

where $E$ is the radiation energy density, $t$ time, $D$ the radiation diffusion coefficient, $T$ the material temperature, $\kappa$ the material conduction coefficient, and $\sigma_a$ the photon absorption cross section, which is modeled by

$$
\sigma_a (T) = \frac{z^3}{T^3}. \quad (26)
$$

In this model, $z$ is a function of the material and varies as a function of space $(x, y)$.

The radiation diffusion coefficient without flux limiter is as follows:

$$D = \frac{1}{3\sigma_a}. \quad (27)$$

In order to keep the propagation velocity of a radiation wave front in a vacuum less than the speed of light, one can use a flux-limited diffusion coefficient. We use the following form [13]:

$$D = \frac{1}{3\sigma_a + \frac{\|\nabla E\|}{E}}. \quad (28)$$

The material conduction coefficient $\kappa$ has the following form

$$\kappa = c_0 T^{5/2}, \quad (29)$$

where $c_0 = 1.0 \times 10^{-2}$. 
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The test problem (e.g., see [10]) is solved on the domain $\Omega = [0, 1] \times [0, 1]$. The value for $z$ is 1 everywhere, except in the two obstacles defined by

$$\frac{3}{16} < x < \frac{7}{16}, \quad \frac{9}{16} < y < \frac{13}{16},$$

and

$$\frac{9}{16} < x < \frac{13}{16}, \quad \frac{3}{16} < y < \frac{7}{16},$$

where the value for $z$ is 10. All four walls are insulated with respect to radiation diffusion and material conduction:

$$\frac{\partial E}{\partial x} |_{x=0} = \frac{\partial E}{\partial x} |_{x=1} = \frac{\partial E}{\partial y} |_{y=0} = \frac{\partial E}{\partial y} |_{y=1} = 0,$$  \hspace{1cm} (26)

and

$$\frac{\partial T}{\partial x} |_{x=0} = \frac{\partial T}{\partial x} |_{x=1} = \frac{\partial T}{\partial y} |_{y=0} = \frac{\partial T}{\partial y} |_{y=1} = 0.$$  \hspace{1cm} (27)

The initial radiation energy is given by

$$E(r) = 0.001 + 100 \exp \left[ - \left( \frac{r}{0.1} \right)^{2} \right],$$  \hspace{1cm} (28)

where $r = \sqrt{x^{2} + y^{2}}$ is the distance from the origin, which is located in the lower left corner of the computational domain. The initial material temperature is equal to the radiation temperature

$$T(x, y) = E(x, y)^{1/4}.$$

From the boundary conditions (26) and (27), the total energy in the problem should be conserved. The total energy $\int_{\Omega} (E + T) dx$ is approximated by

$$E_{\text{total}} = \sum_{K \in \mathcal{J}} (E_{K} + T_{K}) m(K).$$

Denote $E_{\text{init}}$, $E_{\text{final}}$, and $E_{\text{err}}$ as the total energy at the initial state, the total energy at the final state, and the error of total energy between initial state and final state, respectively.

$$E_{\text{err}} = |E_{\text{final}} - E_{\text{init}}|.$$

In this subsection, we give the numerical results for the problem with flux limiter. We take $\Delta t = 5.0d - 4$, and the final state $t = 3$.

First, we give the numerical results of our monotone scheme. The contours of the radiation temperature on rectangular and random quadrilateral meshes at $t = 3$ are shown in Figs. 5 and 6, respectively. Comparing these two figures, we see that the contours of the radiation temperature on random quadrilateral meshes accord with that on rectangular meshes. Moreover, the numerical solution on random quadrilateral meshes is positive in $\Omega$. Table I gives the $L_{2}$-norm of solution on rectangular and random quadrilateral meshes. This table shows that the $L_{2}$-norm of solution on random quadrilateral meshes closely approximates to that on rectangular meshes.

<table>
<thead>
<tr>
<th>$L_{2}$ on rectangular meshes</th>
<th>$L_{2}$ on random quadrilateral meshes</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.1627</td>
<td>1.1624</td>
</tr>
</tbody>
</table>

Next, we compare the computational costs between the monotone scheme and the nine point scheme of [17]. A part of numerical solution is negative in the process of computation using nine point scheme which is not monotone. Because the negative solution will lead the breakdown of computation as the material conduction coefficient $\kappa_{K} \sigma$ is $c_{0}2K^{3/2}$, we replace the negative radiation energy density by 0.001 and the negative material temperature by 0.001$^{1/4}$.

Table II gives the average numbers of nonlinear iterations and linear iterations on random quadrilateral meshes. We can see that the monotone scheme is more efficient than the nine point scheme for this problem.

<table>
<thead>
<tr>
<th></th>
<th>Nonlinear iterations</th>
<th>Linear iterations</th>
</tr>
</thead>
<tbody>
<tr>
<td>Monotone scheme</td>
<td>5.74</td>
<td>54.39</td>
</tr>
<tr>
<td>Nine point scheme</td>
<td>15.39</td>
<td>99.42</td>
</tr>
</tbody>
</table>

The conservation of total energy is one of the important features of the system for nonequilibrium radiation diffusion problem. Keeping the conservation is a key requirement for discrete schemes. We give the error of total energy between initial state and final state in Table III, which shows that
our monotone scheme is remarkably superior to nine point scheme in preserving the conservation of energy.

<table>
<thead>
<tr>
<th></th>
<th>Monotone scheme</th>
<th>Nine point scheme</th>
</tr>
</thead>
<tbody>
<tr>
<td>$E_{\text{total}}$</td>
<td>1.91E-7</td>
<td>9.86E-6</td>
</tr>
</tbody>
</table>

IV. Conclusion

In this article, we have developed a new nonlinear monotone finite volume method. In the construction of discrete normal flux on each cell-edge, both the geometric character of distorted cells and the physical variables on that cell-edge are taken into account. The scheme can be extended to three-temperature model, and 3D problem. Numerical experiments demonstrate the ability of preserving positivity of the new nonlinear scheme. Moreover, numerical test results indicate that our nonlinear monotone scheme is more efficient than the nine point scheme for solving nonlinear nonequilibrium radiation diffusion problem on quadrilateral meshes. It shows that our nonlinear monotone finite volume scheme is a practical method for solving nonlinear diffusion equations on distorted meshes.
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