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Abstract—This work presents a feature selection comparative 

of Mutual Information-based feature selection methods in 

agriculture industry applications. The starting point is a set of  

datasets in which near infrared spectroscopy (NIR) were 

applied to a variety of peach, apple and two varieties of cherry 

used to predict fruit properties (firmness and soluble solid 

contents). LS-SVM regression was the method used for model 

assessment. The different MI-based feature selection methods 

used (5 in total), were compared by considering ROC curves for 

different number of features. This type of application is essential 

in constructing optimal applications and instrumentation in 

fruit harvesting time optimization in agriculture industry. 

Keywords: Feature selection, LS-SVM, Mutual 

Information, Agriculture Application, Vis/NIR 

I. INTRODUCTION 

eature selection is a key preprocess step in any modeling 

problem. It consists on the identification of the truly 

relevant factors involved in the physical/chemical/natural 

system that is being modeled. The objective is also to select 

which of those are the most convenient ones to perform an 

accurate modeling of the problem [16]. 

 Several methods exist for feature selection in the literature. 

One of the most well-known selection criteria is Mutual 

Information, coming from Shannon’s Information Theory 

[14]. Others include criteria such as PCA, ICA, Delta Test, 

Gamma Test, and other correlation measures. This process is 

especially important in several industrial applications, in 

which selecting an optimal set of factors to model the 

processes is essential for good performance and cost, which 

are critical for the success and profitability of the business.  

In food industry and agriculture one of the critical issues is 

the development of systems that allow determining certain 

internal parameters of the food without destroying it. In 

agriculture, a correct identification of the harvesting time is 

critical, and for that purpose, the internal parameters of the 
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fruits have to be determined [5][7]. 

 This work deals with the problem of determining the 

firmness and soluble solid contents (SSC) [8] of four types of 

fruit, the Prunus persica ‘Calrico’ peach, apple, and two 

varieties of cherry, Cashmere and Chelan, from Vis/NIR data. 

Later in a second stage, Vis/NIR data and acoustic data are 

together used to improve firmness prediction in Calrico 

peach. And for this purpose, five feature selection algorithms 

are tested and their performance is evaluated. The conclusion 

of this work leads to the fact that one of the feature selection 

algorithm, backwards Markov Blanket-based feature 

selection is clearly superior to the other forward and 

backward, well-known, feature selection algorithms tested. 

Secondly it is obtained that again with this algorithm, with 

only two Vis/NIR wavelengths plus the acoustic measure, 

performance in firmness in Calrico peach problem is optimal. 

 The rest of the paper is organized as follows. Section II 

describes the agriculture problem of fruit properties 

prediction in fruit. Section III introduces mutual information 

and the five variants of feature selection methods that will be 

compared in this work. Section IV briefly introduces Least 

Squares Support Vector Machines as the modelling 

methodology used for comparisons in this work. Section V 

presents and discusses the results obtained. Section VI 

exposes the conclusions drawn from this work. 

II. FIRMNESS AND SSC PREDICTION 

Nowadays, consumers select the fruit not only for its 

appearance, but also for its internal quality. Due to this, it is 

necessary to develop systems that allow determining internal 

parameters of the fruit without destroying it. Soluble solid 

content and firmness are the two most widely used parameters 

to estimate fruit ripeness and quality. 

Since any fruit is harvested it is separated from its source of 

nutrients. Nevertheless still from that moment their tissues 

breath and are physiologically active. Fruit ripening implies 

complex physical and chemical changes, such as softening, 

increased concentration soluble sugars, flavor and color 

changes. These processes are important because they 

influence changes that will occur during storage, 

transportation and commercialization and to some extent will 

affect its nutritional value and organoleptic characteristics 

[1]. Harvest date is not only useful in obtaining a quality 

product but also increases production and minimizes costs in 

agriculture [2]. 
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Firmness is a parameter that is highly correlated with fruit 

ripeness and is ultimately very useful in determining the 

optimal harvest date. Firmness can be defined as the 

resistance to penetration force by the fruit pulp out [3]. 

Traditionally firmness was determined by the destructive 

'Magness-Taylor' method (MT). The MT test involves 

attaching a dynamometer to a cylindrical rod, which is 

inserted 8 mm into the fruit pulp after having removed part of 

the skin. Although this test is inexpensive and fast, it destroys 

the fruit which limits its usefulness.  

Sugars are the major soluble solids in fruit. Other soluble 

materials include organic and amino acids, soluble pectins, 

etc.  Soluble solids are also measured by destroying the fruit 

as some juice has to be extracted and measured through 

refractometer or other instruments. 

As firmness and SST measurements imply destructive 

techniques, they can only be applied to a rate of the pieces. 

Due to this, these techniques can not be applied for inline 

classification in the fruit centrals. Since 2003, non-destructive 

more practical and reproducible methods have been 

developed for estimating fruit firmness and SSC with the aim 

of replacing destructive ones, which moreover can be applied 

to all the fruit pieces, and not only to a selection of them. 

The most well-known and emerging non-destructive 

technique currently used for fruit properties prediction is 

Near-Infrared Spectroscopy (NIRS). Many researchers are 

developing methods based on this technique to predict 

firmness and SSC values for different fruits. In the NIRS 

technique, a light beam strikes the fruit penetrating it a few 

millimetres. Part of this radiation is in the visible and infrared 

region. 

Another non-destructive method involves the use of 

acoustic signals caused by vibrations or mechanical impacts 

to the fruit. The resonant frequency that is emitted by an 

object depends directly on its geometry, mass and modulus of 

elasticity from which the material is comprised [4]. 

Acoustical tests performed on the sample are stimulated by a 

low intensity impact, producing a vibratory response within 

audible range (20-20000 Hertz). The response is recorded 

with a microphone and the signal in time is processed using 

Fast Fourier Transform to obtain the corresponding signal in 

the frequency, which produces an acoustic firmness index 

[5][6].  

Signals obtained in these or any other non-destructive 

method are related to the desired estimation parameter from 

which mathematical/computational models are obtained. 

Firmness MT obtained value is considered reference. Despite 

its variability, it is an acceptable reference in fieldwork. 

Nonlinear methods such as 'Least Squares Support Vector 

Machines’ (LS-SVM)[10] have traditionally been used as 

regression method for this purpose, apart from traditional 

Partial Least Squares (PLS) method [9]. 

III. MUTUAL INFORMATION FEATURE SELECTION METHODS 

Mutual information is a non-linear correlation 

measurement from the Information Theory [14].  For two sets 

of continuous features, X and Y, it can be calculated by: 

 

𝐼(𝑋, 𝑌) =  ∫
𝜇𝑋.𝑌(𝑥,𝑦) log(𝜇𝑋.𝑌(𝑥,𝑦))

𝜇𝑋(𝑥)𝜇𝑌(𝑦)
𝑑𝑥𝑑𝑦  

 

where 𝜇𝑋.𝑌(𝑥, 𝑦)  is the joint probability density function 

(PDF) of X and Y, and 𝜇𝑋(𝑥) is the marginal density function 

of the set of features X. The advantage of this criterion over 

other correlation criteria, is that it is able to identify 

non-linear relations among the features involved. 

 Several attempts have been reported in recent literature for 

designing algorithms to identify the most relevant factors 

(wavelengths and/or other factors) for the prediction of 

chemical properties, many of those are based in mutual 

information [11][12][15]. Feature selection aims at 

identifying irrelevant and redundant features for their 

rejection. Identification of redundant features is critical in 

spectrometric problems, as nearby wavelengths provide 

usually similar information. The reduction in features needed 

to predict any magnitude is essential to reduce experimental 

and evaluation costs, but also for increasing the so-called 

generalization capability of the models, i.e., prediction 

capability on unseen data [16]. 

The MI estimator used in this paper is the nearest neighbors 

estimator extended from entropy estimation to the MI in [19]. 

Moreover, resampling methods according to [22] were used 

in order to strengthen the robustness of the mutual 

information estimation among the features. 

The feature selection methods presented in this paper return 

a ranking of features in consecutive order of relevance in 

selecting a subset of features. The most relevant feature is in 

principle the optimal one for a single-feature subset; the two 

most relevant features are in principle the optimal ones for a 

two-features subset; the three most relevant features are in 

principle the optimal ones for a three-features subset of 

features; and so on. Thus, given the returned ranking, it is 

ideally expected that a subset of any size of the features 

selected according to this relevance ranking will provide 

better results than any other subset of features of the same 

size.  

However, in order to provide a better insight of the real 

performance of the selected features in any problem, 

normally, a regression technique is used to evaluate different 

sizes of feature set (filter-wrapper approach) before selecting 

the optimal one.  

The identification of the precise number of input features 

considered to perform the classification is normally 

performed by cross-validation (CV) evaluation of different 

regression models (one per each possible number of input 

features considered). 

Performance in this work will be evaluated, due to the 

application involved, by identifying the best performance for 

different subset sizes in the first problem (Vis/NIR for SSC 

and Firmness prediction), and for the second problem 

(Vis/NIR + Acoustic measurement for Firmness prediction in 

Calrico peach), by identifying optimal number or features 

selected by each alternative of feature selection algorithm. 

The five algorithms compared in this work will be two very 

successful and well-known Mutual Information-based 

algorithms appeared recently in the literature, both forward 

methods, the minimum Redundancy Maximum Relevancy 
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algorithm (mRMR)[12], the Normalized Mutual Information 

Feature Selection method (NMIFS) [15], their respective 

backwards variants, and finally the Markov Blanket method 

taken from [18]. 

A.  Markov Blanket MI Feature Selection 

The proposed method is an approach first published by [17] 

and adapted for continuous features [18], which is based on 

the Markov blanket concept.  

Given a set of input features X and an output feature Y, a set 

of features Mi in X is said to be a Markov blanket for a feature 

xi in X with respect to Y, if (𝐼({𝑀𝑖𝑈 𝑥𝑖}, 𝑌) == 𝐼(𝑥𝑖 , 𝑌)) , 

that is, if Mi has itself all the information that xi has about Y. 

A Markov blanket is thus a group of features that subsumes 

the mutual information content in a certain feature, in practice 

and for our purposes, with respect to the objective feature.  

The algorithm consists of a backwards feature selection 

method which starts with the complete set of features, and 

iteratively discards those which are detected to have a 

Markov Blanket in the remaining set XG of features, i.e. those 

whose information with respect to Y is already present in the 

remaining set XG of  

features. 

 The algorithm states the following steps: 

 1. Calculate the MI between every pair of input features 

I(xi, xj) 

 2. Starting from the complete set of input features XG = X, 

iterate: 

a) For each feature xi, let the candidate Markov blanket 

Mi be the set of p features in XG for which I (xi, xj) is 

highest. 

b) Compute for each xi 

𝐿𝑜𝑠𝑠𝑖 = 𝐼({𝑀𝑖 ∪ 𝑥𝑖}, 𝑌) − 𝐼(𝑀𝑖, 𝑌) 

c) Choose the xi for which Lossi is lowest and eliminate 

xi from XG. 

 3. Continue with step 2 until no features remain. 

 

 This way, a ranking of relevance of features (in reverse 

order) is obtained. Note that this way, features that have few 

influence with respect to the output feature (irrelevant 

features) will be soon discarded, as Lossi value should tend to 

0. Similarly, redundant features will be iteratively discarded 

at earlier stages. Relevant features with low redundancy will 

be the last ones in being “chosen”. Further discussion about 

efficiency, character and operation of the algorithm can be 

found in [18]. The p value of the algorithm will take the value 

p = 1, as recommended in that work. 

B. Minimum Redundancy Maximum Relevancy Feature 

Selection Algorithm 

This algorithm was designed under the principle that 

directly selecting features according to mutual information 

has the problem of not considering the redundancy in MI that 

the input features can have among themselves. Thus, the 

mRMR (minimum redundancy - maximum relevancy) 

algorithm, proposed in [13], aims at a better identification of 

the relationships among the features. In this algorithm, the 

aim is to obtain a ranking of feature relevancy in incremental 

manner according to the following formulation, which 

starting from an empty set of features 𝑆 = {∅}, adds a new 

feature 𝑓𝑖 to the current set which maximizes 

𝐺 = 𝐼(𝑐, 𝑓𝑖) −
1

#𝑆
∑ 𝐼(𝑓𝑖 , 𝑓𝑠)

𝑓𝑠∈𝑆

 

where #S is the current number of features in the selected set, 

C is the class feature and fi, fs are features of the problem. 

C. Normalized Mutual Information Feature Selection 

Algorithm 

Normalized Mutual Information Feature Selection 

(NMIFS) method [15] is a variant of the mRMR algorithm 

previously described, which uses the normalized MI measure 

by the maximum of the entropy of both sets of features: 

𝑁𝐼(𝑋, 𝑌) =
𝐼(𝑋, 𝑌)

min {𝐻(𝑋), 𝐻(𝑌)}
 

being H(X) and H(Y) the entropy of variables X and Y 

respectively. 

The NMIFS method is also an iterative methodology that 

returns a relevance ranking of the input features with respect 

to the classification feature, aiming also to take to account not 

only their importance, but also the redundancy among 

themselves. Thus, starting from an empty set of features S = 

{}, the NMIFS algorithm iteratively selects the input 

feature fi which maximizes:   

𝐺 = 𝐼(𝐶, 𝑓𝑖) −
1

#𝑆
∑ 𝑁𝐼(𝑓𝑖, 𝑓𝑠)

𝑓𝑠∈𝑆

 

where #S is the cardinality of the current selected set S.  

IV. LEAST SQUARES SUPPORT VECTOR MACHINES 

LS-SVMs are reformulations to standard SVMs, closely 

related to regularization networks and Gaussian processes but 

additionally emphasize and exploit primal-dual 

interpretations from optimization theory. LS-SVMs are a 

paradigm especially well suited for function approximation 

problems [13]. We avoid here further details on this 

methodology as we consider it is well-known already in the 

machine learning literature for regression problems. 

Considering Gaussian kernels, the hyper-parameters of the 

model are 
i  as the width of the kernel, together with the 

regularization parameter  . Hyper-parameters in LS-SVM 

were optimized using cross-validation and grid-search.  

In order to reduce the computational cost of feature ranking 

evaluation, which requires training a different LSSVM model 

for each possible subset size, the Extreme Learning approach 

has been used [23]. It points out that it is possible to obtain 

successful classification results by using reasonable values of 

hyper-parameters. Then training a LS-SVM for the whole 

feature set, a pair of hyper-parameter values is obtained, 

which will be used for all possible feature subset size. This 

way, the computational cost of the evaluations is highly 

reduced. 
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V. RESULTS 

A. Data Description 

As mentioned, four different fruit dataset were used in this 

work. First, the treated peach variety is of particular interest 

in the area of Bajo Aragón, which has applied for the 

certificate of origin 'Calanda'. Samples (260 fruits) were 

harvested in 2010 (150) and in 2011 (110). Apple ‘Smoothee 

Golden Delicious’ dataset included 413 fruits, harvested in 

2012, from May to October, in three steps, each 15 days. 

Prunus avium Cashmere and Chelan datasets included 

respectively 661 and 591  samples from two different seasons 

(2011 and 2012, during a period of two weeks). 

Non-destructive determinations (AWETA for Calrico and 

NIRS for all) were carried out prior to, destructive MT 

firmness and SSC determination. 

Spectra from intact fruits were measured with a reflectance 

modular equipment Multispec instrument (AG Tec5, AM 

Frankfurt, Germany) equipped with a spectrometer SC - 

NEM I (Zeiss, Jena, Germany) (range: 400-1060 nm, Δλ 

=1nm, 661 wavelengths in total). Acoustic firmness 

measurements were carried out by means of a commercial 

desktop acoustic firmness sensor (model AFS, AWETA, The 

Netherlands). The sensor recorded the weight and resonant 

frequencies of the acoustic vibration generated by gently 

tapping the fruit on the equatorial area, from which an 

acoustic firmness index was calculated.  

Magness-Taylor firmness test were performed using a 

hand-held penetrometer Fruit Pressure Tester FT32 (Istituto 

per la Valorizzazione dei Prodotti Agricoli, Italy) with an 8 

mm diameter probe. Fruit skin was removed with a blade at 

two positions around the equator and firmness measured. The 

firmness was measured in the same area where NIR 

reflectance spectra were acquired. 

All data used in this work was obtained and prepared for 

thesis dissertation of  V. Lafuente. 

B. Simulation conditions 

A Condor-based queue system in a 8-core PC, using 

MATLAB as programming language was used for the 

simulations. All simulations were formed by a twofold 

process for each problem, and each training-test subdivision 

in the cross-validation process for each problem. First, 

included obtaining optimal hyper-parameters for the 

LS-SVM machines, and also, obtaining the variable rankings 

for the five feature selection algorithms. Later, in a second 

stage and from the information obtained, a feature evaluation 

process was performed for each combination of features 

demanded in the comparisons, using the Extreme Learning 

approach. 

C. Firmness and SSC prediction in fruit from Vis/NIR 

 In total 9 different problems were proposed from the given 

data: prediction of firmness from Vis/NIR data for the four 

fruits; prediction of SSC from Vis/NIR data for the four 

fruits; prediction of acoustic measurement (AWETA) from 

Vis/NIR for Calrico. 661 input variables and one output 

variables in all cases. From them, six problems were finally 

used to compare the five algorithms on these datasets, which 

were those whose estimated R2 values for the whole dataset 

was above 0.5 (see Table1). 

The assessment over those 6 problems was done through 5- 

fold cross-validation, this procedure was performed to 

estimate the performance of the compared algorithms. I.e. the 

complete dataset was divided in five parts, using four of them 

to obtain the ranking of variables and estimate their 

performance through LS-SVM in the remaining part. R2 test 

training and test values reflect the mean over the 5 different 

cross-validation runs. 

The number of variables used for algorithm comparisons 

were 1 (first variable selected by the algorithm), 2 (two first 

variables selected by the algorithm), 5, 10, 50, 100 and 

complete dataset (which could include slightly different 

performances using LS-SVM due to the way the data was 

organized in the n-dimensional space depending on the 

ranking obtained). 

 Table 2 show the mean test R2 cross-validation values for 

the six problems, the five algorithms, and the subset sizes 

taken. Bold values point out highest value in each case. 

 Results show superiority in the Markov Blanket and the 

Forward mRMR algorithms, with 22 highest values among all 

for the first algorithm and 19 for the second. However 

showing a larger superiority of the Markov Blanket algorithm 

for small subset sizes (but for one variable, i.e., subset sizes 

equal to 2, 5, 10 and 50). This result points out the 

convenience of Markov Blanket algorithm in the application 

of feature selection in this type of problems, it which it is 

desired a good performance with few wavelengths [25]. 

D. Firmness prediction in Calrico Peach from Vis/NIR 

and Acoustic measurement 

For this more applied specific problem, 661 Vis/NIR input 

wavelengths, and one acoustic measurement (AWETA) were 

available to predict firmness in Calrico Peach. A 10-fold 

cross-validation procedure was used for evaluation; this CV 

division was also used for feature selection assessment. 

Results shown here partially extend those presented in [24]. 

Figure 1 shows the performance for one of the 10-fold CV 

(mean training and test R2 values) executions for the five 

feature selection algorithms tested for the peach problem for a 

selected range of features. 

It can be observed from the training CV error (Fig 1.a)), 

that a suboptimum subset of variables is obtained for part of 

the algorithms for three variables, while other reach their first 

optimum for 5 or six variables. This is directly reflected in the 

test error performance. It is observed however for this 

TABLE I 

10-FOLD CROSS VALIDATION PEROFRMANCE FOR THE WHOLE  

NIR FEATURE SET 

Apple Firmness 

Apple SSC 

Calrico Firmness 

Calrico Acoustic measurement 

Cashmere SSC 

Chelan SSC 
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execution, that the 3-size subset of variables selected by the 

Markov Blanket algorithm obtains optimal performance in 

comparison with the other algorithms. 

Figure 2 moreover shows the mean performance of the five 

algorithms for the 10-fold cross validation execution. It is 

confirmed in this figure the superiority in the feature selection 

process by the Markov Blanket algorithm. 

From the three variables selected, one is the AWETA 

measure and the other two selected wavelengths in all the 

groups were close to each other, surrounding the chlorophyll 

absorption region. This supports the use of this area of the 

Vis/NIR spectra to determine MT firmness. Similar results 

were obtained for other fruits [20][21].  

In relation to the performance comparison between 

selecting 3 features and the whole subset, mean performances 

obtained R2 equal to 0.71 for three features, and 0.74 with the 

whole set of features. This difference however is low in terms 

of number of features. 

It is to be claimed that there is the possibility to calculate 

the estimated state of ripeness with much simpler 

instrumentation which only requires two wavelengths in the 

visible region and acoustic measurement equipment.  

VI.  CONCLUSIONS AND FURTHER WORK 

This work presented a feature selection comparative of 

Mutual Information-based feature selection methods in an 

agriculture industry application. Five different MI-based 

feature selection methods were compared by considering two 

different problems: first, four different fruit Vis/NIR datasets 

to predict firmness and SSC; second, Vis/NIR + acoustic 

measurement to predict firmness in Calrico Peach. First 

problem was evaluated using different feature subset sizes 

and their performance. Second problem was evaluated using 

the optimal number of features selected and their 

performance for firmness prediction. The best algorithm 

showed to be the Markov Blanket feature selection algorithm, 

obtaining a general better performance when selecting a low 

number of wavelengths in the first problem, and for the, more 

specific, second problem obtaining optimal performance with 

only 3 features from the 662 available.  

Results shown in this work motivate the study over a larger 

database and probably using more feature selection 

alternatives in the purpose of identifying the algorithms that 

provide optimal performance in this general type of problems, 

i.e., properties estimation from spectrometric data on 

agriculture and food industry. These results are essential in 

the experimentation and design of optimal instrumentation 

for ripeness estimation in this type of industry. 
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b) 

 
c) 

 Fig. 2. Feature selection mean performance in the second problem of the 

five algorithms considered for the 10 executions in the 10-fold CV 

executions. Both for training CV error (a) and for test error (b). Zoom is 
displayed for 1-20 possible subsets of variables, and complete overview 

can be seen in subfigure (c). 

 
a) 

 
b) 

 

 Fig. 1.  Feature selection performance in the second problem of the five 

algorithms considered in this work (Markov Blanket, NMIFS Forward, 
NMIFS Backward, mRMR Forward and mRMR Backward) for one of 

the 10-fold CV executions. Both for training CV error (a) and for test 

error (b), zoom is displayed for 1-20 possible subsets of variables. 

Proceedings of the International MultiConference of Engineers and Computer Scientists 2015 Vol I, 
IMECS 2015, March 18 - 20, 2015, Hong Kong

ISBN: 978-988-19253-2-9 
ISSN: 2078-0958 (Print); ISSN: 2078-0966 (Online)

(revised on 23 September 2015) IMECS 2015



 

 

 

TABLE II 

5-FOLD TEST CROSS VALIDATION R2 VALUES FOR THE 7 PROBLEMS CONSIDERED FOR DIFFERENT NUMBER OF VARIABLES SELECTED 

 

 # vars Markov Blanket Forward NMIFS  Backward NMIFS Forward mRMR Backward mRMR 

A
p

p
le

 F
ir

m
n

es
s 

1 0,64 0,67 0,61 0,67 0,60 

2 0,70 0,71 0,67 0,72 0,65 

5 0,74 0,77 0,74 0,77 0,73 

10 0,76 0,79 0,78 0,79 0,77 

50 0,81 0,82 0,81 0,82 0,81 

100 0,82 0,82 0,82 0,83 0,82 

All 0,83 0,83 0,83 0,83 0,83 

A
p

p
le

 S
SC

 

1 0,61 0,62 0,62 0,62 0,63 

2 0,70 0,62 0,63 0,62 0,63 

5 0,77 0,68 0,69 0,73 0,72 

10 0,80 0,73 0,73 0,79 0,78 

50 0,86 0,82 0,82 0,86 0,85 

100 0,87 0,85 0,84 0,87 0,87 

All 0,88 0,88 0,88 0,88 0,88 

C
al

ri
co

 F
ir

m
n

e
ss

 1 0,23 0,23 0,26 0,23 0,26 

2 0,45 0,38 0,39 0,37 0,40 

5 0,59 0,50 0,51 0,54 0,52 

10 0,64 0,57 0,58 0,61 0,60 

50 0,70 0,67 0,67 0,69 0,69 

100 0,71 0,70 0,70 0,71 0,71 

All 0,74 0,74 0,74 0,74 0,74 

C
al

ri
co

 A
w

et
a

 

1 0,38 0,38 0,39 0,38 0,39 

2 0,45 0,42 0,43 0,42 0,43 

5 0,51 0,49 0,47 0,49 0,50 

10 0,53 0,52 0,50 0,52 0,53 

50 0,57 0,55 0,55 0,57 0,57 

100 0,58 0,56 0,56 0,58 0,58 

All 0,59 0,59 0,59 0,59 0,59 

C
as

h
m

er
e 

SS
C

 

1 0,30 0,45 0,43 0,45 0,43 

2 0,50 0,46 0,45 0,54 0,46 

5 0,65 0,56 0,54 0,66 0,63 

10 0,71 0,65 0,62 0,71 0,70 

50 0,78 0,77 0,76 0,80 0,79 

100 0,81 0,79 0,79 0,82 0,81 

All 0,85 0,85 0,85 0,85 0,85 

C
h

el
an

 S
SC

 

1 0,40 0,41 0,37 0,41 0,39 

2 0,52 0,43 0,39 0,48 0,41 

5 0,63 0,55 0,53 0,61 0,55 

10 0,68 0,62 0,60 0,66 0,63 

50 0,73 0,71 0,70 0,71 0,69 

100 0,75 0,73 0,72 0,71 0,70 

All 0,80 0,76 0,76 0,76 0,76 
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