
 

 
Abstract—Non-intrusive load monitoring (NILM) is a 

critical problem in creating consumer awareness about 
electrical power consumption in households with the objective 
of eliminating wastage and reducing overall energy 
consumption in a society. Many approaches have been 
explored in non-intrusive load monitoring in recent times with 
a focus on machine learning of appliance-level details and user 
activity from analysis of aggregate power consumption. Several 
technologies and devices have also been developed to collect 
power consumption data and perform analysis on voltage and 
current waveforms. However, not much work has been done in 
analyzing NILM data against demographic parameters such as 
time of day or day of week as well as occupancy data of 
households. This article presents a novel approach to 
identifying active devices and predicting future power usage 
using demographic data in addition to aggregate power usage 
over time. We find that SVM (Support Vector Machine) with 
Edge Analysis works best for device identification and ARMA 
(Autoregressive Moving Average Model)works best for 
predicting future power consumption using time series 
forecasting. We have also collected real aggregate power 
consumption data from a typical household in India and 
produced perhaps the first such dataset. 
 

Index Terms— Non-Intrusive Load Monitoring, Time series, 
Analytics, Machine Learning, Device Prediction, SVM, ARMA 
 

I. INTRODUCTION 

on-intrusive appliance load monitoring is the process 
of disaggregating a household’s total electricity 
consumption into its contributing appliances. A non-

intrusive appliance load monitor determines the energy 
consumption of individual appliances turning on and off in 
an electric load, based on detailed analysis of the current 
and voltage of the total load, as measured at the interface to 
the power source. 

The field of non-intrusive load monitoring was founded 
25 years ago when Hart et al [17] proposed the first 
algorithm for the disaggregation of household energy usage. 
The motivations for such a process are threefold. First, 
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informing a household's occupants how much energy each 
appliance consumes and empowering them to take steps 
towards reducing their energy consumption. Second, 
personalized feedback can be provided which quantifies the 
savings from certain appliance-specific advice, such as the 
financial savings when an old inefficient appliance is 
replaced by a new efficient appliance. Third, if the NILM 
system is able to determine the time of use of each 
appliance, a recommender system would be able to inform 
the household's occupants of the savings in deferring 
appliance use to a time of day when electricity is either 
cheaper or has a lower carbon footprint. 

In this area of research, the most important factor in its 
success is the availability of relevant data. The datasets we 
initially looked at were the REDD dataset (published by 
Carnegie Mellon University) [3], ComEd dataset (by 
Commonwealth Edison, Chicago) and ECO dataset (by 
Sweden Institute of Technology) [2]. As these datasets had 
attributes not suitable for the scenario in India, we took up 
an Indian dataset–iAME [4]. This dataset had power 
consumption readings for a single household for ten 
appliances over a month. However, this did not have the 
variability of data that we required in a training set for the 
proposed machine learning method for identifying an 
appliance. We then decided to collect our own dataset. This 
process had two main components: collecting training data 
and collecting test data. 

The training data was automatically generated using a set 
of carefully designed rules to produce a tagged dataset. 
These rules decided what devices were turned on/off and at 
what time of the day. The rules were based on the inputs of 
time zone of the day, occupancy information of the house 
and seasons. Each day was divided into six time zones (e.g., 
early morning, evening prime time, late night, etc.). 
Occupancy information consisted of total members, number 
of children and number of working adults. Each month was 
associated with a season. Using these parameters as input 
we generated data for 10 households and for 30 common 
household appliances. This data gives us tags of appliances 
contributing to the total load at any point of time and hence 
can be used as our training set. 

For our test set, we went for actual energy meter readings 
of a household. We procured a device called the OWL 
Wireless Energy Monitor. This device can be easily 
installed in a household at the point of mains supply. This 
device allows the data to be downloaded through a USB 
cable and stored. From this data we use the values of power 
and timestamp for preparing our test dataset which is 
cleaned and then used for our prediction algorithms. 

The worldwide adoption of smart meters that measure 
and communicate residential electricity consumption 
enables the development of new energy efficiency services. 
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Several particularly promising applications involve the 
disaggregation of individual appliances within a particular 
household in terms of their energy demand. In such work, 
load signatures are defined based on physical quantities 
such as apparent power, reactive power, real power and 
distortion power [1]. The devices in the house are then 
classified as resistive, capacitive and inductive. Signature 
length, peak voltage and current are important parameters 
that determine device signatures. An algorithm called 
'Applisense' was developed that takes input from the smart 
meter. We have also developed a database of signatures for 
common household devices wherein each device activity is 
represented by its power consumption pattern. Given a 
power consumption pattern, it is compared with the 
signatures in the database to determine the device(s) being 
used. This work highlights the importance of the various 
physical quantities involved and the use of application 
signatures for machine learning to identify devices [15]. 

II. PREVIOUS WORK 

A well-known household power consumption dataset - the 
REDD dataset from CMU was our first learning source for 
understanding energy dissociation datasets. This open 
source dataset has energy disaggregation data of 10 homes 
with a total of 119 days of data. This is a very informative 
dataset for device specific data in American households [3]. 
 Another interesting work from Batra et al is NILMTK, an 
open source toolkit for Non-Intrusive Load Monitoring 
research on energy dissociation. Their work focused on 
parsing various energy monitoring datasets to arrive at a 
generalized way of analyzing data. The paper is especially 
insightful in making us understand the importance of 
voltage and current waveforms of devices that play an 
important role in training with device-specific data [4].  
 Though the works on handling NILM through voltage 
and current waveforms were yielding good results, in our 
work we carried out further experimentation on NILM with 
a different form of dataset that had significant demographic 
data rather than device specific data.   

 For test data collection, several options of devices were 
considered. The first under consideration was Wireless 
Energy Monitor for Smart or Digital Electricity Power 
Meters (EW4500) [14]. This device works on the basis of a 
light sensor. If the smart meter installed in a house has an 
LED that blinks on every watt used, the light sensor counts 
how many watts have been consumed thereby generating 
load monitoring data. This was not appropriate for our 
application since we needed more granularity in our data. 
Another reason not to adopt this device is that not all smart 
meters are equipped with such an LED. The second device 
that we considered was Eltrac. This device was mainly used 
for industrial purposes and hence not applicable to 
household energy meters. Finally, we chose the device 
OWL with USB Energy Monitor. It records the power 
reading without interrupting the working of the energy 
meter. No other external or internal wiring is required. The 
data can be downloaded through a USB connection .csv 
format which is convenient to process in a python program 
that we developed.  

III. TRAINING DATA GENERATION 

The active device prediction task required demographic data 
on the household and the power consumption of each 
device. Since there were no suitable datasets having time-
wise logs of power consumption for household devices in 
Indian contexts, we decided to generate logs and create the 
training set based on domain knowledge. 
 The first task in generating the training data was to define 
10 households with different demographics. The 
demographic attributes included the number of working 
members in the household, number of children and number 
of adults. The next step was to identify a common set of 
devices that are found in most Indian households. Thirty 
household devices with a fixed power rating for each type 
conforming to Indian standards were considered. With this, 
the goal was to generate minute-wise logs for a span of one 
year for all the 10 households that had some number of 
devices from the 30 devices chosen. The number of units of 
a device in a household was not limited to one. For 
example, a household could have two televisions or three air 
conditioning units. 
 We made a set of rules for each of the 30 devices based 
on the hour of the day, type of day (weekday or weekend), 
number of working members, number of children in the 
household, and so on, to conclude if the device was active 
or not (see Tables I and II). The rules also gave weights to 
certain attributes like type of day (i.e., working day, 
weekend, holiday) and hour of day to provide a realistic 
score to whether the device was active or not. Another 
interesting feature was that we fixed different thresholds for 
different devices to conclude if the device was active or not, 
wherein the device was logged to be active if the weighted 
score of attributes was beyond the threshold. The final 
training dataset obtained was a good collection of minute-
wise power consumption logs of 10 different households for 
a span of one year. 

IV. TEST DATA COLLECTION 

Once the training data set was generated, the next step was 
to collect real data to test the algorithm. We used actual 
household data to check the performance of our algorithms 
in real-world situations. The wireless energy monitoring 
device OWL was used to collect the power reading from a 
volunteer’s house. This device has three major components. 
The current sensor is simply wrapped around the mains 
cable connected to the energy meter. The transmitter 
receives the data from the current sensor and transmits the 
data to the wireless monitor that can be placed indoors. It 
has a range of up to 10 meters. The data can then be 
retrieved from the receiver using a USB cable. The data that 
was relevant to our algorithm was then extracted and stored 
in a database. The attributes that we found of interest was 
the power consumed and timestamp, denoting the total 
power consumed in the household and the corresponding 
time that the consumption happened. This device, being a 
single point sensor without any wiring requirement to record 
power consumption, is non-intrusive. 
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V. ACTIVE DEVICE IDENTIFICATION 

Given the data of total power consumed at a particular point 
in time, identifying major devices in the household that 
were or were not active is an interesting machine learning 
problem.  With the training data generated, a classifier that 
could give us a multi-class output of what devices were 
active, and what devices were not, seemed to be the most 
appropriate choice. Another important aspect to solving the 
active devices identification problem involves choosing the 
right attributes or training the model with the appropriate 
form of data in order to get good results. Although a lot of 
work on training voltage and current waveforms in the past 
has yielded good results, the improvement in the current 
approach is the experimentation on adding household 
demographic information such as number of children, 
number of working members and time/event based attributes 
to the training model to obtain better results. 
 After experimenting with different classifiers like Naive 
Bayes, Artificial Neural Networks, Decision trees and 
Support Vector Machines (SVM), the SVM classifier with 
linear kernel gave the best results with an accuracy of 30% 
to correctly identify all the active devices in the household. 
Clearly, this was not satisfactory since the attributes on 
household demography, power consumption, type of day 
(working/non-working) and time zone (4 hour interval in a 
day; 6 in total) were not representative enough for device 
signatures which we aimed to identify. This led us to work 
on modifying and adding derived attributes for the 
classification task [6] [10] [11]. 
 To improve on the identification results, another attribute 
was added to the model, namely the time interval for which 
the power consumed remained constant [5]. This was 
informative since the training data replicates a transient 
waveform where each record depicts a change or an event of 
one or many devices being switched on or switched off. 
With this, there were clear edges to the data that helped in 
identifying a sharp rise in consumption and a continuous 
usage of a set of devices for a given period of time. When 
this data was used on the SVM with linear kernel classifier, 
it increased the prediction accuracy to about 70% which was 
a significant improvement over the conventional methods 
(see Fig. 1). 
 

 
 

Fig. 1. Accuracies of Various Device Prediction Models 

 
 

VI. TIME SERIES FORECASTING 

The energy consumption data collected can also be used to 
predict future consumption. For this we used time series 
forecasting (also known as time series prediction). Several 
algorithms were considered for implementing time series 
prediction. The algorithms tested were classified by the 
number of variables used for forecasting. The algorithms 
tested without using any variables were Support Vector 
Machines, Decision Table, Decision Tree and Multi-Layer 
Perceptron. These had high values for mean square error 
(see Table III). The univariate algorithms included ARMA 
(Autoregressive Moving Average Model) [8] which used 
timestamp as a variable and, Linear Regression that used 
hour as the variable. The multivariate algorithm used was 
Multivariate Linear Regression tested for two different sets 
of variables (Table III). 
 

TABLE I 
ATTRIBUTES OF LOAD DATA FOR DEVICE PREDICTION 

Attribute_name Attribute_description 

Timestamp 
Timestamp of when data was 
recorded. 

Year Year corresponding to timestamp 

Month 
Month corresponding to 
timestamp 

Date Date corresponding to timestamp 

Hour 
Timestamp of when data was 
recorded. 

Minute Year corresponding to timestamp 

Week_no 
Day of the week number 
corresponding to timestamp 

Power_consumed 
Power consumed by the device in 
that minute 

Device_id Device id for the database 

total_memebers No. of members in the household 

no_of_working_members 
No. of working members in the 
household 

no_of_children No. of children in the household 

 
 TABLE II 

ATTRIBUTES FOR TIME SERIES PREDICTION 

Attribute_name Attribute_description 

Time Timestamp of when data was recorded. 

kW_Raw_Data Raw data value of kW  

kW_Raw_Data_Min Minimum raw data value of kW  

kW_Raw_Data_Max Maximum raw data value of kW  

 
 
 

 
 

Fig. 2. User Interface for Device Prediction Module 
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ARMA was selected over the other methods due to its 
suitability to our dataset and high accuracy. ARMA is used 
for two purposes in our application, one for prediction of the 
current consumption and the other for prediction of the 
future consumption. ARMA consists of two parts, an 
autoregressive and a moving averages part. It is univariate 
with timestamp being chosen as the variable. ARMA uses 
the historical and current consumption patterns and predicts 
future consumption. The most essential feature of ARMA is 
that the current observation depends not only on the past 
observation but also the deviations occurring in the past 
observation. The future consumption is chosen using the 
feature of forecasting a random variable. The candidate with 
the lowest mean square error is chosen as the value for 
future consumption. This module reads time series data of 
minute-wise consumption of power by the household and 
creates an ARMA training model. Later, a test set is taken 
and the ARMA model object is used to predict the test set’s 
power consumption. Methods to choose frequency/ time 
series window are also provided. The accuracy obtained 
through ARMA was 90% (see Fig. 3). 
 

 
 

Fig. 3. Mean Square Errors of Various Time Series Prediction Models 

 
TABLE III 

ALGORITHMS TESTED FOR TIME SERIES PREDICTION 

 
Model Name 

Variables 
Used 

Accuracy (%) / 
Mean Square 

Error 

1 Linear Regression hour ~ 65% 

2 
Multivariate Linear 

Regression 
hour, day 65.50 % 

3 
Multivariate Linear 

Regression 

Hourwise 
+day - 

numeric 
64.99% 

4 
Support Vector 

Machines 
timestamp 1460.1142 

5 Decision Table timestamp 824.631 

6 Decision Tree timestamp 773.8071 

7 
Multi-Layer 
Perceptron 

timestamp 1441.3067 

8 ARMA timestamp 101.3 

 
Fig. 2 shows an interface for users to understand the power 
consumption for a given time frame and to predict future 
consumption provided that the current trends in 
consumption persist. It predicts the consumption in a minute 
wise granularity (see Fig. 4). The module stats models from 
python pandas library was used to implement this with a 

few modifications to the time series window to suit the data 
provided. 

VII. RESULTS 

After applying and analyzing the various models for time 
series prediction and device prediction, we found that the 
best results were given by Autoregressive Moving Average 
Model and Support Vector Machines with Edge Analysis 
for time series prediction and device prediction respectively. 
After using the above models, devices were predicted with 
an accuracy of 75% and future consumption was predicted 
with an accuracy of 90%. 
 

 
 

Fig. 4. User Interface for Time Series Prediction Module 

VIII. CONCLUSION 

While training dataset and attribute selection is always an 
essential part of machine learning, integrating domain 
knowledge in solving problems is a novel aspect of this 
work. From generating training data with domain 
knowledge incorporated, and molding time-series data to 
train a classifier to perform better, our experiments have 
illustrated the importance of incorporating demographic 
data and event-based data to perform energy dissociation 
accurately in non-intrusive load monitoring. A major 
advantage of this method is not requiring device-specific 
data to predict device-wise activity. The results shown in 
this article are expected to see increasing relevance and 
usage given the growth of economical smart meter devices 
for households which provide only aggregate power data for 
the entire household. Further, the technology developed 
here is expected to become a key component in spreading 
awareness about power consumption of electrical appliances 
as the world embraces a greener approach to the generation 
and consumption of energy. 
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