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Abstract— Pattern generation in transactional databases is an important Big Data mining problem. Developing efficient systems that are able to handle large volumes of data therefore becomes unique. Finding all frequent item sets and association rules in a given data set requires substantive computing resources; in this paper we implement EbIDAM, a Java data mining library for efficiently processing datasets. Three frequent item set data mining algorithms (Apriori, ECLAT, and FPGrowth) and two association rule algorithms (IGB and MMR) have been incorporated in EbIDAM. We compared task execution times of the algorithms within EbIDAM, and with other popular open source data mining applications, WEKA and Coron. Within EbIDAM, FPGrowth frequent item sets algorithm outperformed Apriori and ECLAT, while association rules mining IGB outperformed MMR. EbIDAM’s FPGrowth outperformed WEKA’s FPGrowth while ECLAT in EbIDAM outperformed Coron’s ECLAT. Breast cancer and retail shop datasets were used for the exercise.
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I. INTRODUCTION

Data mining is the combination of machine learning techniques, statistical data analysis and artificial intelligence to uncover 'valid, novel, potentially useful, and ultimately understandable patterns in data' [1]. The technique has been successfully applied in banking, telecommunication, credit card fraud detection, market analysis and lately medicine [2] among many other areas. Application of Data mining in healthcare aims at describing disease symptoms as patterns which may appear in data and provides an additional source of knowledge for making decisions to healthcare professionals. These patterns may be used to support future decisions concerning disease diagnosis, treatment planning, and risk analysis, among many other uses [3].

The development of advanced ICT systems and techniques has led to the development of modern ways of disease diagnosis and treatment planning in healthcare [4]. The healthcare industry generates big amount of complex data concerning patient records, disease diagnosis, medical devices, hospitals resources, health insurance fraud detection among many other areas. These datasets provides a key resource for data mining to extract knowledge that enables support for policy and decision making [5]. The hidden information contained in these databases is enormous, and therefore focus is to sift through these records and extract hidden information [6].

Lack of adequate open source data mining projects specifically dealing with frequent pattern mining led us to develop EbIDAM. Frequent pattern mining aims at discovering patterns and associations in datasets. There exist several data mining applications [7] such as Knime, WEKA, and Mahout; however, they only cover a few frequent pattern mining algorithms such as FPGrowth, and Apriori. Other software’s such as Illimine, Coron, LUCS KDD cover more pattern mining algorithms; however, they have restrictions on re-distribution and require an initial investment before usage.

This work has three main advances. Firstly, we implement EbIDAM, a java library containing five data mining algorithms namely: IGB, FPGrowth, MMR, ECLAT, and Apriori. These algorithms have not been implemented together in popular open source data mining software’s. The uniqueness of EbIDAM is the fact that only one of its algorithms is implemented in Mahout, three in Knime and two in both WEKA and LUCS-KDD. It is also important to note that LUCS-KDD has been inactive and the reliability (bug free code) of Illimine is in question. Secondly we compare performance of the five algorithms with similar implementation in other popular data mining programs, WEKA and Coron on breast cancer and retail shop datasets. Thirdly we show that EbIDAM outperforms both WEKA and Coron in terms of utilization of computing resources.

EbIDAM can be used in a variety of domains such as sales forecasting, clinical text retrieval, web usage mining, restaurant recommendation, anomaly detection in medical treatment and forecasting crime incidents among many other areas. The program is provided as free software that respects user’s freedom to copy, run, distribute, change and do some improvements on the software. Thus freeware is not a matter of the price tag but liberty. It is not free as in free lunch but free as in freedom of speech.

The paper is arranged as follows: Section 2 discusses previous data mining libraries that have been developed over the years. Section 3 discusses design and development of the application, various data mining algorithms contained in the application and the data sets used for evaluation. Experimental results and analysis of performance is discussed in section 4. Section 5 concludes the work and provides a glimpse of future research direction.
II. LITERATURE REVIEW

WEKA (Waikato Environment for Knowledge Analysis) is an open source data mining project for in-depth data analyses. It was developed using java programming language by the University of Waikato in New Zealand [8]. It covers a wide range of machine learning tasks, but it has limited algorithms for association rules, it only implements Apriori algorithm.

Knime was developed at the University of Konstanz, by a team of developers from a Silicon Valley software company specializing in pharmaceutical applications. They initially wanted a product for use in the pharmaceutical industry that was capable of processing huge amounts of diverse data. The first version of KNIME was released in 2006 [9].

Apache Mahout was developed by a team of volunteer developers and supports mainly three data mining areas, classification, clustering and recommendation. Recommendation mining addresses the user preferences from user’s historical behaviors and predicts what users are interested in. Clustering endeavors to relate similar items into distinct groups. Classification is a supervised data mining technique that groups data into classes, it is best illustrated by the ID3 decision tree algorithm [10].

Corin was developed by the University of Illinois at Urbana-Champaign’s Computer Science department. Most of the code and experimental data emanate from research papers from international conferences and journals. However, it has some restrictions and non-disclosure agreements on some software and therefore not very reliable as a platform [11].

Corin is a platform independent data mining project developed by Laszlo Szathmary, by then a PhD student it was first released on July 18, 2004. It is designed specifically for item sets extraction and association rule mining. It also supports data preparation and filtering; by 2005 the platform contained nine algorithms, namely Pascal, Pascal+, Apriori, Apriori-Close, ECLAT, Close, Titanic RMS Carpathia, and Zart [12].

III. DESIGN AND DEVELOPMENT

EhIDAM is implemented in Java programming language and is a platform independent project. The application requires a minimum of Java version 7 installed in the client’s system. Help documentation provides a detailed explanation of how to run the program. It also gives a detailed explanation on the expected input and output of the algorithms and their main characteristics. The application is centered on two important data mining techniques.

Frequent item sets mining aims at discovering item sets having support above minimum threshold. Support is a fraction of the transactions containing an item set and the total number of transactions. Item sets having support that is above minimum are referred to as large item sets and those that are below minimum are small item sets [13].

Association rule mining intends to identify strong relationships in databases. The algorithm was proposed in [14] for discovering regularities between products bought at a supermarket. An association rule can be determined by use of support and confidence. Support determines how often an item set appears in a relational database. Confidence is a measure of how often X item appears in a transaction that also contains Y item.

The five data mining algorithms evaluated were IGB, FPgrowth, MMR, ECLAT, and Apriori. We implemented the above algorithms in java programming language and tested the software thoroughly using frequently used data analysis datasets. The data used for evaluation is also described in detail later in this section.

Apriori item set algorithm for mining frequent item sets is the best illustration of Association rule mining. There are two main steps in Apriori. The candidates are generated by joining the frequent item sets level-wise. Infrequent item sets are discarded if their support is below the minimum support. Apriori algorithm is a relatively straightforward algorithm and is easy to implement. However, it is a very computationally expensive algorithm as it scans the database several times to generate large item sets and stores all the item sets in memory including infrequent item sets [15].

FPgrowth item set algorithm is an alternative to Apriori algorithm that takes a radically different approach to discovering frequent item sets. The database is scanned and generates a set of frequent item sets in a descending order, it scans the database again and compresses the database into an FP-tree which is then mined to obtain frequent item sets by recursively working on the results and pruning infrequent items. FPgrowth only scans the database twice and is therefore an efficient algorithm compared to Apriori algorithm [16].

ECLAT algorithm (Equivalence Class Transformation) algorithm is a depth-first search data mining algorithm that uses transaction id (tid) intersection and computes support of item sets and avoids generation of subsets not existing in the prefix tree [17].

IGB association rule algorithm (Informative Generative Base) is a sound and an informative, generic base association rule algorithm. The soundness property of the algorithm is because of the ability to assess syntactic derivation and the generic base ensures the generation of valid association rules. The support and confidence can be determined easily, hence the informative property [18].

MMR association rule algorithm (Minimum Condition Maximum Consequence Rules) is an algorithm that attempts to limit number of association rule to novel, interesting and original ones. It considers two approaches for determining the interestingness of association rules in a database. Association rules are considered to be interesting if they can be predicted as much as possible from minimal facts. The second approach consists of getting least association rules which are referred to as representative association rules and deduce other association rules without accessing the database [19].

Retail datasets represents retail transactions from a Belgian supermarket. The data was collected in 5 months or there about between December 1999 and November 2000. A total of 5,133 customers visited the retail shop datasets and 88,163 items were purchased in the entire period. The information contains five attributes namely, customer identification number, date of purchase, article number, article price, and items purchased [20].

Breast cancer datasets used in our evaluation is obtained from the UCI machine learning repository. The datasets were provided by Ljubljana University’s Medical Center.
Institute of Oncology, Yugoslavia. It comprises 286 instances and 9 attributes [21].

Each of the five algorithms is implemented in its own package and no other dependencies on external software libraries and therefore the Java code can be integrated into other Java based programs. Fig. 1 is the GUI representation of EbIDAM.

For clarity we inflated FP Growth and ECLAT execution time above and generated the fig 3 below.
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**Fig. 1.** EbIDAM GUI

**IV. RESULTS AND ANALYSIS**

Toshiba L635 Laptop having 5 GB RAM and a core i3 1st generation processor, running Windows 7 ultimate operating system and Java version 8 was used for the experiment.

In the first experiment we compared Apriori, ECLAT and FP Growth execution time in EbIDAM. Breast cancer datasets obtained from UCI machine learning repository were used for the experiment.

The execution time versus the minimum support was compared on all the algorithms. Minimum support was set at 0.3%, 0.4%, 0.5%, 0.6% and 0.7%. The results are outlined in Fig 2.
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**Fig. 2.** Comparison of Apriori, ECLAT and FP Growth algorithms execution time.

From the experimental results we note that the execution time of Apriori is large compared to ECLAT and FP Growth for small minimum support, however as the minimum support increases there is a sharp decrease in apriori execution time. This is due to the fact that Apriori algorithm scans the database several times as compared to the other algorithms. FP Growth algorithm out performs the other algorithms by a big margin.

The second experiment dwelt on comparing performance of association rule mining algorithms MMR and IGB. Breast cancer dataset were used for the exercise. Fig 4 below represents the results. Two steps are needed for association rule mining. The first is discovering frequent item sets (fig4) and then we generate closed association rules (fig5) from the frequent item sets.
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**Fig. 3.** Comparison of ECLAT and FP Growth algorithms execution time.

**Fig. 4.** IGB and MMR association rule algorithms execution time.

From the results the time to generate frequent item sets is almost similar between the two algorithms although MMR performs slightly better than IGB algorithm.
In the second step of association rule generation, IGB performs better than MMR.

In the third experiment we compared Apriori and FP-Growth item set algorithms execution time between WEKA and EbIDAM. Retail shop datasets were used for the exercise. The results are outlined in Fig6 and Fig7 for both Apriori and FP-Growth respectively.

From the above results the FP-Growth algorithm implementation in EbIDAM outperformed WEKA’s FP-Growth by a big margin.

In the fourth experiment ECLAT algorithm was used for comparison, it is implemented in Coron and therefore the performance was compared with that of EbIDAM, the results are as displayed in Fig8. The install package of Coron includes only batch files for launching Command Line Interface which is the primary interface of Coron. However they are written in bash (.sh), under Linux environment they pose no problem but in windows they require a Cygwin environment. Coron writes the results to disk while EbIDAM writes to a text file and therefore we had to modify Coron to output to a text file.

From the above results EbIDAM was found to be faster than WEKA in terms of execution time by a big margin. From the above results EbIDAM was found to be faster than Coron by a big margin.

V. CONCLUSION

In this paper we have presented EbIDAM, data mining software that is highly scalable and specialized for frequent pattern mining. The application can be easily incorporated in other Java projects because the algorithms are extended from independent packages and can be modified to suit individual needs. To have a better understanding of the performance characteristics of EbIDAM’s five algorithms, we compared the performance of its algorithms in-house and with other popular data mining software’s. The first experiment involved the three frequent item set mining algorithms Apriori, ECLAT and FP-Growth, the results showed that FP-Growth is the most efficient in task execution time followed by ECLAT and finally Apriori was found to be the slowest. The second experiment involved comparison of IGB and MMR association rule algorithms implementation in EbIDAM, MMR outperformed IGB by a small margin in the first step of closed item set generation while in the second step of association rule generation IGB outperformed MMR algorithm by a big margin. The third experiment involved comparison with WEKA, EbIDAM was more efficient in terms of computational time in both Apriori and FP-Growth algorithms. The fourth experiment involved comparison of ECLAT algorithm’s task execution time between Coron and EbIDAM the results shows that EbIDAM was more efficient by a big margin.
Future research direction would be to include other data mining techniques such as Classification and Clustering algorithms. We also intend to include more association mining algorithms that are new and more efficient.
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