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Abstract—User-based collaborative filtering (CF) is the most 

popular and basic recommendation approach. It selects 

k-nearest neighbors with similar preferences to an active user 

and recommends items that are rated highly by neighbors of the 

active user. In user-based CF, it is important to employ better 

query items (input items to user-based CF) and neighbors to 

provide high recommendation accuracy. We propose a 

simultaneous selection method for query items and k-nearest 

neighbors for each active user. The proposed method identifies 

adequate query items and k-nearest neighbors by repeatedly 

updating selection of query items and neighbors. In this study, 

recommendation accuracy in each update is evaluated using 

two benchmark datasets for recommender systems. 

Experimental results show that the proposed method enables 

more users to obtain items that are suited to their preferences 

compared to typical user-based CF. 

 

Index Terms—Recommender system, user-based 

collaborative filtering, item selection, neighbor selection 

 

I. INTRODUCTION 

ecommender systems have enabled us to obtain a wide 

variety of products or information (hereafter item). To 

date, many recommendation algorithms have been proposed 

[1]-[7]. In terms of practical application, collaborative 

filtering (CF) is the most successful approach [8]-[12]. In 

particular, user-based CF is very popular owing to its 

effectiveness and easy implementation [13]. It selects 

k-nearest neighbors (hereafter neighbors) to the active user 

(i.e., the user asking for recommendations) based on 

preference similarities. This process is referred to as neighbor 

selection. Then, items that are rated highly by the selected 

neighbors are recommended to the active user. In neighbor 

selection, preference similarity between the active user and 

the other users is computed using the rating data of all items 

(hereafter query items) preferred by the active user. This is 

based on the assumption that there exist neighbors with 

ratings that are similar to those of the active user for all query 

items. However, the above assumption is not always true,  
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because the number of items in a database is generally very 

large.  

We consider that it is important to employ better query 

items and neighbors to provide high recommendation 

accuracy. In this study, we propose a method that enables 

simultaneous selection of adequate query items and 

neighbors. The proposed method is based on an algorithm 

that repeatedly updates the following selection processes.  

▪ Selection of query items that are useful for discriminating 

between neighbors and non-neighbors 

▪ Selection of neighbors by those query items 

Recommendation for each active user is performed using the 

query items and neighbors obtained by the above repetitive 

updates. In this study, the proposed method is applied to two 

benchmark datasets for a recommender system, and its 

performance is evaluated for each update. 

 

II. METHOD 

In the proposed method, neighbor selection is executed for 

each active user. Figure 1 shows the procedure of the 

proposed method. An input to the method is a rating matrix, 

in which each row is an item, each column is a user, and each 

element is rating data. The proposed method consists of the 

following four steps. 

1) Classify into neighbors and non-neighbors 

2) Select items that are useful for discriminating between 

neighbors and non-neighbors 

3) Repeat Steps 1 and 2 until the termination conditions are 

satisfied 

4) Output neighbors and items  

A. Classification into neighbors and non-neighbors 

The similarity between an active user and another user is 

measured by treating each user as a vector (hereafter rating 

vector) of the rating data and computing the cosine of the 

angle formed by the rating vectors. The cosine similarity 

between the active user Au and another user 
jU  is expressed 

as follows:  
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where   denotes the dot product of the two rating vectors. 

Note that the similarity is calculated using only items rated by 

both Au and 
jU . 

Subsequently, we sort the other users in descending order 

of similarity and calculate the median of the similarities. 
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predefined threshold. In this study, the threshold is set to the 

greater of the median and 21 . 

B.  Item selection 

For each item, we calculate a correlation ratio between 

neighbors and non-neighbors. The correlation ratio is given 

as follows: 

                                 
St

Sb
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where 2

k  is the correlation ratio for item k, St is the total 

variation, and Sb is the between-class variation. St and Sb are 

calculated as follows: 
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Here, c is a class label variable and takes 1 or 2, where 1 and 2 

correspond to the neighbor user and non-neighbor user 

classes, respectively. 
jkx  is a rating value for item k of user i. 

 kxc
 is the mean value of ratings for item k in class c, and 

)(kx  is the mean value of ratings for item k over the two 

classes.  knc
 is the number of users who rate item k in the 

two classes. 

Subsequently, we compute the F0 value to estimate the 

difference between neighbors and non-neighbors. The F0 

value for item k is calculated as follows: 
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where n is the number of users rating item k, and p indicates 

the number of classes. In this study, an item with an F0 value 

of not less than 2.0 is considered a discriminative item 

between neighbors and non-neighbors. 

C.  Item/neighbor update and termination conditions 

The above steps are repeated until the predefined 

termination conditions are satisfied. Then, the remaining 

items and neighbors are output. The termination conditions 

are as follows: 

1) The number of repetitions exceeds 30; 

2) There is no item to be selected (Section IIB). 

 

III. EVALUATION EXPERIMENTS 

A. Datasets 

In this study, we used two datasets, MovieLens and Jester 

[14], which are benchmark datasets for recommender 

systems. MovieLens consists of 100,000 rating data (integer 

values of 1–5) from 900 users for 1682 movies. Jester 

consists of 300,000 rating data (real values in the range from 

−10.0 to +10.0) from 3,000 users for 100 jokes. 

B. Experimental method 

In this experiment, we investigated recommendation 

accuracies using items and neighbors obtained in each update. 

The experiment was conducted by 3-fold cross-validation. 

Each dataset was transformed into the rating matrix in 

advance. The procedure of the experimental method is 

described in the following. 

First, for each dataset, the rating matrix was divided into 

three subsets with regard to users, where one subset was a test 

dataset, and the remaining two subsets were a training dataset. 

The test dataset was used as a set of active users, and the 

training dataset was used as a set of other users. For every 

active user, we divided the rated items into query and 

evaluation items. The query items were used for item updates, 

and the evaluation items were used to calculate 

recommendation accuracy. 

Next, the recommendation accuracy in the respective 

updates for each active user was calculated by the following 

procedure. The neighbors of the active user were identified 

using query items (Section II). The score of item k (except for 

query items) was calculated as follows [13]: 
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where z is a set of neighbors rating item k. Au and 
jNu are 

the mean ratings for the active user and a neighbor j, 

respectively, and 
jkNu  is a rating value for item k by 

neighbor j. Next, X items were recommended in descending 

order of the above scores. In this experiment, we set X = 100 

for MovieLens and X = 20 for Jester. Subsequently, we 

calculated the recommendation accuracy using three indexes, 

precision, recall, and F1-measure [15]. Precision is a ratio of 

items that were rated highly by the active user out of the total 

recommended items. Recall is a ratio of items that were rated 

highly by the active user out of the total highly rated 

evaluation items. F1-measure is the harmonic mean of 

precision and recall. These indexes all take values in the 

range of 0–1. 

Fig. 1.  Procedure of the proposed method 
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The above operations were repeated three times by 

substituting the training dataset for the test dataset. Finally, 

for the three indexes, we calculated the mean values over all 

active users. 

 

IV. RESULTS AND DISCUSSION 

Here, we discuss the results for the MovieLens and Jester 

datasets. 

A.  Recommendation accuracy 

Figure 2 shows the precision, recall, and F1-measure 

results for MovieLens. The horizontal axis is the number of 

updates, and the vertical axis is the score of each index. Note 

that the score in each step shows the mean value of the scores 

for all users. When the number of item updates is 0, it 

indicates a result of the existing user-based CF that utilizes all 

query items for similarity calculations. The precision score 

shows an increase of approximately 3% by the first update 

and subsequently becomes constant via a rapid decrease. The 

recall score becomes constant after an increase of 

approximately 6% until the fourteenth update. F1-measure 

shows a result that is similar to recall. This indicates that this 

update method is effective for improving recommendation 

accuracy.       

Figure 3 shows the precision, recall, and F1-measure 

results for Jester. Similar to the results for MovieLens, these 

graphs also show the recommendation accuracy for each 

update. As can be seen, all indexes show a similar tendency; 

the scores decrease drastically from approximately the 

eighteenth update after maintaining stable scores. This is due 

to fact that recommendation items are not scored adequately 

because the number of neighbors decreases significantly as 

the number of updates is increased. 

B. Number of active users who are recommended highly 

rated items 

Figure 4 shows the number of active users for whom one or 

more highly rated evaluation items are recommended in each 

update. 

Figure 4(a) shows the results for MovieLens. As can be 

seen, the number of active users increases monotonically 

until the eleventh update. In addition, there is a difference of 

approximately 100 users between the no update result and the 

eleventh update result. This indicates that more users can 

obtain items that are suitable to their preferences by this 

update method. 

Figure 4(b) shows the results for Jester. As can be seen, the 

number of active users increases gradually until the 

seventeenth update and subsequently shows a sharp increase 

followed by constant scores. This also indicates that more 

users can obtain items that are suitable to their preferences by 

this update method, although the rate of increase is 

substantially lesser than that of MovieLens. 

 

V. CONCLUSION 

In this study, we have proposed a method that enables 

simultaneous selection of adequate query items and 

neighbors for each active user. In an experiment, the 

proposed method was applied to two datasets, MovieLens 

and Jester, and the recommendation accuracy was evaluated 

for each update. The following two findings were obtained. 

First, recommendation accuracy depends on the types of 

datasets. And second, for both datasets, more users can obtain 

items that are suitable to their preferences by updating query 

items and neighbors. In future, we will introduce a technique 

that automatically determines a termination condition for 

each user and evaluate the recommendation accuracies of the 

improved method. 

 

Fig. 2.  Recommendation accuracy of MovieLens 

Fig. 3.  Recommendation accuracy of Jester 
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Fig. 4.  Number of active users who are recommended highly-rated items 

(a) MovieLens (b) Jester 
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