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Abstract—We have previously developed a method for 

extracting linkage patterns, a set of patterns that appear 

repeatedly across multiple sequential data. In this study, we 

propose a new linkage pattern mining method based on causal 

relationships among such patterns. We assume that the user is 

interested in events appearing in particular sequential data 

(target sequence) from multiple sequential data. The proposed 

method extracts linkage patterns showing causal relationship by 

identifying patterns inducing the events of interest from the 

other sequences (non-target sequences). The proposed method 

can improve the problems in the previous method, which 

extracts pseudo linkage patterns. The proposed method was 

applied to artificial sequential datasets, and extraction accuracy 

was compared with the previous method. Experimental results 

show that the proposed method can extract linkage patterns 

showing causal relationships with high accuracy compared with 

that of the previous method. 

 

Index Terms—causal relationship, linkage pattern, sequential 

pattern mining 

 

I. INTRODUCTION 

n recent years, sequential pattern mining has attracted 

attention as a powerful technique to discover useful 

information and knowledge from a large amount of sequential 

data [1]–[8]. We have previously developed an original 

sequential pattern mining method to extract linkage patterns 

from multiple sequential data. Figure 1(a) shows an example 

of linkage pattern mining. A linkage pattern is defined as a set 

of patterns that occur consecutively within the same period 

across multiple sequential data and appear repeatedly along 

the sequential data.  

In this study, we propose a new linkage pattern mining 

approach based on causal relationships among patterns. 

Figure 1(b) shows an example of the proposed linkage pattern 

mining. We assume that user is interested in events (patterns) 

appearing in particular sequential data from multiple data. 

Here, the particular sequential data is referred to as a target 

sequence, and the appearing events are referred to as target 

patterns. The other sequential data are called non-target 

sequences, and the events appearing in them are referred to as 
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non-target patterns. Our goal is to extract linkage patterns that 

show causal relationship, wherein a target pattern is induced 

by non-target patterns. In an extracted linkage pattern, the 

target pattern and non-target patterns are referred to as a result 

pattern and cause patterns, respectively. A causal relationship 

among patterns is represented by a directed weighted graph. 

Using this method, we expect that the cause of interesting 

events can be discovered from multiple sequential data such 

as vital data [9]–[13] or crustal movement data [14]–[15]. 

In this study, we apply the proposed method to artificial 

datasets and compare extraction accuracy to that of the 

previous method. 

 

II. METHOD 

Figure 2 shows the procedure of the proposed method. 

A. Input dataset 

The input to the method is a set of sequences, as shown in 

Fig. 2. In addition, for each sequence, the user specifies a 

target or non-targets, where the target is set to one of those 

sequences, and the non-targets are set to the others. In Fig. 2, 

four sequences are used as an input, in which the target is 

represented by T, and the non-targets are denoted N1, N2, and 

N3. Each frequent pattern appearing in the target is called a 

target pattern and is denoted tk, where k is an index of the 

target pattern. Each frequent pattern appearing in a non-target 

is called a non-target pattern and is denoted nlm, where l is an 

index of the non-target sequence and m is an index of the 

non-target pattern.    
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B. Directed graph of frequent patterns  

Linkage patterns are extracted in advance from the input 

sequences using the previous method [16]. Subsequently, the 

frequent patterns (target patterns and non-target patterns) 

within each linkage pattern are connected by directed edges 

(Step 1, Fig. 2). The connections of edges between the 

frequent patterns consist of the following. 

▪  Connection between non-target patterns 

▪ Connection between target patterns and non-target 

patterns 

Non-target patterns are connected by directed edges from a 

prior pattern to a posterior pattern in the order of those 

occurrences. Each target pattern is connected with every 

non-target pattern by a bidirectional edge. 
 

C. Weighed directed graph of frequent patterns 

 The edges between frequent patterns are weighted as 

follows (Step 2, Fig. 2). Here, let x and y be frequent patterns 

and assume an edge is connected from x to y. The probability 

that the edge is connected from x to y, p(xy), is estimated as 

follows:  

        (1) 

Here, Occ(x) is the number of occurrences of x and Occ(xy) 

denotes the frequency that the edge is connected from x to y. 

D. Deletion of the edge without causal relationship 

If the value of formula (1) is less than thr, the edge between 

those patterns is deleted (Step 3, Fig. 2). thr is a threshold to 

discriminate a causal relationship between a target pattern and 

a non-target pattern. The remaining target patterns and 

non-target patterns are considered the result patterns and the 

cause patterns, respectively. 

E. Output of linkage pattern with causal relationship 

This method outputs each linkage pattern that consists of a 

set of the result/cause patterns and a set of edges that 

represents a causal relationship. 

 

 

 

 

III. EVALUATION EXPERIMENT 

A. Artificial dataset 

Our artificial datasets are composed of four sequences, T, 

N1, N2, and N3, and are created as follows. First, four random 

sequences are created by generating 4000 uniform random 

numbers for each sequence. Next, 20 linkage patterns (true 

linkage patterns) showing causal relationship are embedded 

across the four random sequences. In a true linkage pattern, 

one result pattern is placed in T, and three cause patterns are 

embedded sequentially into N1, N2, and N3. Subsequently, 20 

non-target patterns that are not included in any true linkage 

patterns are embedded randomly into each of N1, N2, and N3.  

By the above operations, we created six artificial datasets 

(test1–test6). Table 1 shows the details of the artificial 

datasets, and Fig. 3 shows an extraction from test6. Note that 

10 dummy linkage patterns that are partially excerpted from 

the true linkage patterns were embedded randomly into test5 

and test6.  

B. Evaluation of extraction accuracy 

We applied the proposed method to the six datasets to 

investigate extraction accuracy considering the embedded 

true patterns. The extraction accuracy is estimated using the 

following indexes. 

 

Precision = CDP/DDP 

Recall = CDP/EDP 

F-measure = 2 * Precision * Recall / (Precision + Recall) 

 

Here, CDP is the number of data points in the correctly 

detected areas of the true patterns. DDP is the number of data 

points in the area detected as true linkage patterns by this 

method, and EDP is the number of data points in the 

embedded true patterns. 

We measured the scores of the above three indexes when 

modifying thr in the range 0.0 to 1.0 in increments of 0.2. 

Here, thr = 0 corresponds to the previous method, and thr > 0 

indicates the proposed method that considers a causal 

relationship in a linkage pattern. 

 

 

 

 

 

 

 
Fig. 2. Procedure of proposed method 
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IV. RESULTS AND DISCUSSION                                        

Figure 4 shows a graph of the precision, recall, and 

F-measure. 

Precision increases with increasing thr for all datasets. In 

addition, the scores for the proposed method (thr > 0.0) are 

significantly greater than the previous method (thr = 0.0). 

This indicates that dummy linkage patterns can be eliminated 

by considering the causal relationship. 

Recall shows approximately perfect scores in the range 0.0 

to 0.8 for test1–test4. However, recall decreases with 

increasing thr for the test5 and test6 datasets because the 

completeness of the detection of true patterns decreases due to 

the strict conditions of the causal relationship. 

F-measure is an index that considers precision and recall. 

From the results, F-measure decreases when thr is an 

extremely small or large value. For all datasets used in this 

experiment, we can see that thr should be set to approximately 

0.6 to obtain stable and high extraction accuracy. 

 

V. CONCLUSION 

We have proposed a new linkage pattern mining method 

based on causal relationships among patterns appearing in 

multiple sequential data. We evaluated the extraction 

accuracy experimentally using artificial datasets. The results 

show that the proposed method can extract linkage patterns 

that demonstrate a causal relationship with high extraction 

accuracy compared to the previous method. In addition, we 

found that the parameter thr should be set to approximately 

0.6 for stable and high extraction accuracy. 

In the future, we will develop a more noise-robust method 

and apply it to real datasets. 
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TABLE I 

DATASETS DETAILS 

Dataset 
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of true 
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# of 

embedded 

true patterns 

# of 

non-target 
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# of dummy 

linkage 

patterns 

test1 1 20 20 0 

test2 2 10 20 0 

test3 4 5 20 0 

test4 2 10 20 0 

test5 1 20 20 10 

test6 4 5 20 10 

Fig. 4. Recommendation accuracy for the six datasets 
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