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Abstract—Microarray Gene Expression (MGE) data is a ne} =W +2Wj'xi (1)
benchmark dataset which was widely used in analyzing cancer. i=1

MGE dataset is high dimensional with less samples. It is wherew, is the biasing signawj is the weight on the input
necessary to alleviate unimportant genes that may lead to connectionij, x is the magnitude of signal on input
overfitting of any classification algorithm. Gene Selection prior  ¢,nnectionij and n is the number of input connections to
to cIaSS|f|ce_1t|on improves accuracy in predicting cancer at ea_rly unit j. The Multi-Layer Perceptron (MLP) is the most
stages. Chi-Square ranking method was used to select optimal .

and top ranked genes. Chi-Square is more suitable method for popular neural network ,'n 956 today. Once the number of
MGE data with continuous values. Following gene selection, !2yers and number of units in each layer have been selected,
Multi-Layer Perceptron (MLP) with two hidden layers was the network's Welghts and thresholds must be set so as to
used to train the classifier model. Accuracy of MLP post Chi- minimize the prediction error made by the network. The
Square was evaluated using 10-Fold Cross Validation. samples belonging to the training dataset are used to
Performance of MLP was measured with full gene set and with automatically adjust the weights and thresholds in order to
optimal gene set. Classifying cancer subtypes with optimal gene minimize this error. This process is equivalent to fitting the
set produced higher accuracy with very less model construction model represented by the network to the training data

tme. available. Thus, the error of a particular configuration of the
Index Terms—Chi-Square, Gene Expression Data, Gene network can be determined by running all the training cases
Selection, Multi-Layer Perceptron. thlrough the ngtwork, comparing the actual ou_tput generated
with the desired or target outputs. The differences are

L INTRODUCTION combined together by an error function to give the network

. , .error. The most common error functions are the sum-squared
DNA microarray technology has been widely used iy o \where the individual errors of output units on each
cancer studies for prediction of disease outcome. It 'Ss%mple are squared and summed together. This motivated
powerful platform successfully used for the analysis of genge authors to categorize cancer patients from MGE data by
expression in a wide variety of experimental studies [1},5)ing gene selection prior to classification. Multi-Layer
However, due to the large number of features (in the order 9k, centron was used to train the classifier and 10-Fold Cross
thousands) and the small number of samples (mostly 183§jigation was used to evaluate the trained model. The
than a hundred) in this kind of datasets, microarray daigjowing sections brief about gene selection techniques,
analysis faces thigarge-p-small-h paradigm [2] also known e jateq work with MLP, framework for categorizing distinct

as the curse of dimensionality. Feature selection refers dQ,cinoma and finally discuss about the results obtained.
decide which genes to include in the prediction, and it is a

crucial step in developing a class predictor. Including too 1.
many features could reduce the model accuracy and may ) ] ) )
lead to overfit the data [3]. Gene selection algorithms play a F€ature selection techniques can be organized into three
vital role in selecting predictive genes eliminating irrelevarfifoad categories: filter, wrapper and embedded methods [S].
genes and helps in diagnosing disease in very less time. F_llter methods use s_ta'glstlcal properties of the variables to
Multi-layer Perceptron (MLP) is an artificial neuraldiscard p_o_orly descriptive features and are mdepen(_jent of
network with collection of unitspeuronsor nodes, which the classifier. Wrapper methods are more computationally
are simple processors whose computing ability is restricté§manding than filter methods, as subsets of features are
to a rule for combining input to calculate an output Signagvaluated with a classification algorithm in order to obtain a

Output signals may be sent to other units along connectidf§asure of goodness to be used as the improvement criteria.
known as weights The net input of weighted SignmsEmbedded methods are also classifier dependent, but they

received by a unitis given by the formula [4]. can be viewed as a search in th_e comblne(_j space of fea_lture
subsets and classifier models, with the additional restriction
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Information Gain (IG), Gain Ratio (GR), SymmetricProbabilistic Neural Network (PNN) for categorizing breast
Uncertainty (SU) and Chi-Square Significance are the fowancer. MLP gave highest accuracy and PNN with least
selection measures used to select optimal features [11]. Tdeuracy. The diagnosis accuracy of all the models is in
features selected by the information gain minimize thaccordance to the reported modern medical imaging
information needed to classify the tuples in the resultingxperience, ranging from 80% to 95%.
partitions and reflects the least randomness in theseDaniel P. Berrar et. al [15] addresses the issues of Gene
partitions. This approach reduces the expected numberEdpression data in diagnosing cancer. The authors specify
tests needed to classify a given tuple. But Information Gaihe following issues. 1. Microarray data exhibit a high
prefers to select features having a large number of valuéegree of noise. 2. Machine learning and data mining
Gain Ratio is used as an extension to information gain thatthods are based on statistics; most such techniques do not
attempts to overcome the bias on features selected by #utlress the biologist's requirement for sound mathematical
information gain criterion. It applies a kind of normalizatiorconfidence measures. 3. Most machine learning and data
to information gain using a split information value [12].mining classification methods fail to incorporate
Symmetric Uncertainty compensates for information Gain'siisclassification costs. The authors proposed Probabilistic
bias towards features with more values and normalizes Keural Network (PNN) that addresses all the above
values to the range [0, 1]. Value 1 indicates that thmentioned issues. The PNN model provides sound statistical
knowledge of either one of the attributes completely predictonfidences for its decisions, and it is able to model
the value of the other. Value 0 indicates features aesymmetric misclassification costs. The performance of the
independent. PNN was compared with two machine learning methods, a
Chi-Square Correlation Coefficient was utilized fordecision tree and a neural network. Performance of classifier

f|nd|ng correlation between genes (features). Chi Squa"“@s evaluated Using lift-based Scoring. Probabilistic Neural

value is computed using equation 2. Networks (PNNs) belong to the family of radial basis
5 function neural networks. PNN are based on Bayes’ decision
= Zc:zr:(qj _Qj) @ strategy and Parzen's method of density estimation. The
=S e Bayesian decision theory is the basis of many important
= = j

learning schemes such as the Naive Bayes classifier,
where O; is observed (actual) frequency of joint event oBayesian belief networks, and the Expectation Maximization
genes(A, B) ande; is expected frequency &, B) which  (EM) algorithm. The optimum decision rule that minimizes
is computed used equation 3. The valtiesand‘c’ are the average costs of misclassification is calBeyes’

number of rows and columns in contingency table. optimal decision rule It can be proven that no other
COUIﬁtﬁF i’;,))((;ountB: b-) classification method using the same hypothesis space and

- i : ,

g = 3) the same prior knowledge can outperform the Bayes

N optimal classifier on average [16]. The authors have

whereN is number of data tuples. Couit =a,) is number analyzed NCI60 dataset. The data set includes nine different
of tuples having value; for A. Count(B=bj) is number of cancer classes: central nervous syst&MS 6 cases), breast
tuples having valu, for B, where'A” and‘B’ represent the (BR, 8 cases), renalRE 8 cases), lungLC, 9 cases),
gene’s (features) under evaluation. The sum is computgfklanoma NE, 8 cases), prostatePR 2 cases), ovarian
over all ofr X c cells in a contingency table. Thé value (OV, 6 cases), colorectaCQ, 7 cases), and leukemiaH, 6
needs to be computed for all pair of genes. Fhetatistics cases). Luque-Baena, Rafael Marcos et. al [1] have done a
test the hypothesis that genesindB are independent. The ¢omparative study of Stepwise Forward Selection (SFS) and
test is based on significance level, with1) x (c -1)degrees Genetic Algorithms (GA) as general frameworks for the
of freedom. If Chi-Square value is greater than the Stat'St'szﬁalysis of microarray data with the aim of identifying group

value for given degree of freedom, then the hypothesis c : : .~ i : .
be rejected. If the hypothesis can be rejected, then we §P genes with high predictive capability and biological

a . : .
L . televance. Six standard and machine learning-based
that gened\ andB are statistically related @ssociated [12]. techniques (Linear Discriminant Analysis (LDA) St?pport

Vector Machines (SVM), Naive Bayes (NB), C-MANTEC
Constructive Neural Network, K-Nearest Neighbors (kNN)
Ali Raad et. al [13] had compared Multi-Layer Perceptrogpq Multilayer perceptron (MLP)) are used within both
(MLP) with Radial Basis Function (RBF) in classifyingframeworks using six free-public datasets for the task of
Breast cancer dataset. Classification accuracy with MLP WBfedicting cancer outcome. C-MANTEC algorithm
94% and with RBF 99%. Moreover the features were Précompetitive Majority Network Trained by Error
processed and normalized to values between [0, 1]. Azg@rection) is a novel neural network constructive algorithm
Venu [14] had compared the performance of MLP with on@at ytilizes competition between neurons and a modified
and two hidden layers on mammography mass datasetpiBrceptron learning rule to build compact architectures with
which MLP with two hidden layers gave an accuracy Ofood prediction capabilities [17]. The novelty of C-
86%. Belciug, Smaranda [4] proposed a two stage deciSiIANTEC is that the neurons compete for learning the new

model containing different neural networks viz MuIti—Layermcoming data, and this process permits the creation of very
Perceptron (MLP), Radial Basis Function (RBF) and compact neural architectures.

I1l.  CLASSIFICATION USINGMULTI-LAYER PERCEPTRON
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IV. FRAMEWORK FORCATEGORIZING DISTINCT CARCINOMA 3. While not convergedio

Initially Microarray Gene Expression dataset for cancer 4- Converged-— true
was collected from Artificial Intelligence (Al) Orange labs - For n=1to| D |do
Ljubljana [18]. Gene Expression dataset for the following - if ya W. X, <= 0then
cancer types were collected. 1. Brain tumor with 5 7. W W +1y, W,
diagnostic classes (brain5c), 2. Gastric tumor with 3 8. Converge— false
diagnostic classes (gastric3c), 3. Glioblastoma with 4 9. End if

diagnostic classes (glio4c), 4. Lung cancer with 3 diagnostic10.  End For

classes (lung3c), 5. Lung cancer with5 diagnostic classesi1. End While

(lung5c), 6. Childhood leukemia with 2 diagnostic classes

(child2c), 7. Childhood leukemia with 3 diagnostic classes V. RESULTS& DISCUSSION

(child3c) and 8. Childhood leukemia with 4 diagnostic Obtimal number of genes was selected using Chi-Sauare
classes (child4c). Figure 1 depicts the framework for P 9 9 d

o . ranking method and classification model was constructed for
categorizing cancer patients. The total number of samplﬁ]s

. e eight cancer datasets using Multi-Layer Perceptron
and number of genes (attributes) for each cancer type(l\ﬁLP) Results obtained for each cancer type are as follows
tabulated in Table 1. Model construction with Multi-Layer ' yp '

Perceptron (MLP) was done for full gene set and also for topA. Brain tumor
ranked genes ranging from 1000 to 25 as mentioned in [19].  Brain tumor dataset with five diagnostic classes was
The activation function used was sigmoid function. Thegiected and model was constructed using MLP. Figure 2

con;tru_cted model was evaluateq .using _10'F0|d,cro§ﬁows the performance obtained for brain5c dataset with
Validation and accuracy for categorizing distinct carcinom timal number of genes. It was identified that with full gene
was measured. Time taken for model construction with an
: : set, MLP gave an accuracy of 45% whereas after gene
without gene selection was measured and graphs Wereﬁection MLP aave hiaher accuracy of 82.5% for to
plotted for each of the cancer type. Algorithm for Perceptroranke q 5’0 enesg Mo delgconstruction };ime wh.ile usin quIJI
Learning Algorithm (PLA) was given below. The following 9 ) 9

section discusses about the results obtained for each car@égi€ Set (7129) was 17.51 seconds which was decreased to
type. 1.3 seconds for 1000 genes and it took only 0.09 seconds for

top ranked 50 genes. This signifies that all gene sets (tests)
are not necessary to diagnose a disease and diagnosis could
also be done in very short period of time.
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o _1_'3'1353 ) Fig 2. Performance of MLP in classifying brain tumor with five
s vahoaton diagnostic classes

1 B. Gastric tumor
ecuer iiﬁf;’;ﬁ:ﬁﬁgﬁu@ \M%;D?;Cfﬁfw Gastric tumor dataset with three diagnostic classes was
collected and model was constructed using MLP. Figure 3
shows the performance obtained for gastric3c dataset with
optimal number of genes. It was identified that with full gene
set, MLP gave an accuracy of 73% whereas after gene
selection, MLP gave higher accuracy of 80% for top ranked
25 genes. Model construction time while using full gene set
(4522) was 6.32 seconds which was decreased to 0.89
seconds for 1000 genes and it took only 0.04 seconds for top
ranked 25 genes.

Fig 1. Categorizing Distinct Carcinoma using MLP

Algorithm: Perceptron Learning Algorithm (PLA)
[20]

Input: Training Data D, Learning Ratg

Output: WeightW, such that y= signy/. X)

1.W<0

2. Converged— false
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Fig 3. Performance of MLP in classifying gastric tumor with three

diagnostic classes

C. Glioblastoma tumor

Glioblastoma tumor dataset with four diagnostic classes
was collected and model was constructed using MLP. Figure
4 shows the performance obtained for glio4c dataset with
optimal number of genes. It was identified that with full gene

0

set, MLP gave an accuracy of 59% whereas after gene
selection, MLP gave higher accuracy of 91% for top ranked
700 genes. Model construction time while using full gene set
(10541) was 33.7 seconds which was decreased to 1.02
seconds for 1000 genes and it took only 0.74 seconds for top
ranked 700 genes.
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set, MLP gave an accuracy of 42% whereas after gene ) ) )
selection, MLP gave higher accuracy of 86% for top rankedE- Lung Cancer with 5 Diagnostic classes

100 genes. Model construction time while using full gene set

Lung cancer dataset with five diagnostic classes was

(12625) was 68.9 seconds which was decreased to 1G@lected and model was constructed using MLP. Figure 6
seconds for 1000 genes and it took only 0.18 seconds for ®ppws the performance obtained for lung5c dataset with

ranked 100 genes.
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optimal number of genes. It was identified that with full gene
set, MLP gave an accuracy of 77% whereas after gene
selection, MLP gave higher accuracy of 91% for top ranked
200 genes. Model construction time while using full gene set
(12600) was 348 seconds which was decreased to 7.08
seconds for 1000 genes and it took only 1.38 seconds for top
ranked 200 genes.
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Fig 4. Performance of MLP in classifying Glioblastoma tumor with four

diagnostic classes

D. Lung Cancer with 3 Diagnostic classes

Lung cancer dataset with three diagnostic classes was
collected and model was constructed using MLP. Figure 5F
shows the performance obtained for lung3c dataset with
optimal number of genes. It was identified that with full gene

ISBN: 978-988-14047-3-2

ISSN: 2078-0958 (Print); ISSN: 2078-0966 (Online)

—#—DNultiLayer
Perceptron
Accuracy (in %)
Fig 6. Performance of MLP in classifying lung cancer with five
diagnostic classes

——Model
Construction
Time in seconds

Childhood Leukemia with 2 Diagnostic classes

Childhood leukemia with two diagnostic classes was
collected and model was constructed using MLP. Figure 7
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shows the performance obtained for child2c dataset wifg945) was 18.3 seconds which was decreased to 0.73
optimal number of genes. It was identified that with full geneeconds for 1000 genes and it took only 0.04 seconds for top
set, MLP gave an accuracy of 57% whereas after geranked 50 genes.

selection, MLP gave higher accuracy of 100% for top 100 - op 6 96 96 86 96

. . . = 27 < + + < . g7
ranked 1000 to 25 genes. Model construction time while ERETR \
using full gene set (9945) was 19.3 seconds which was 2 s -
decreased to 0.83 seconds for 1000 genes and it took onl g 7 -

0.02 seconds for top ranked 25 genes. ; 60
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Gene Fig 8. Performance of MLP in classifying childhood leukemia with

Set three diagnostic classes
Optimal number of genes selected using Chi-Sqaure Ranking H. Childhood Leukemia with 4 Diagnostic classes
——MultiLayer —B—Model Childhood leukemia with four diagnostic classes was
Perceptron Construction collected and model was constructed using MLP. Figure 9
Accuracy (in %) Time in seconds

shows the performance obtained for child4c dataset with
optimal number of genes. It was identified that with full gene
set, MLP gave an accuracy of 45% whereas after gene
G. Childhood Leukemia with 3 Diagnostic classes selection, MLP gave higher accuracy of 62% for top ranked
Childhood leukemia with three diagnostic classes wa&0 genes. Model construction time while using full gene set
collected and model was constructed using MLP. Figure(8280) was 34.5 seconds which was decreased to 1.83
shows the performance obtained for child3c dataset wigteconds for 1000 genes and it took only 0.38 seconds for top
optimal number of genes. It was identified that with full geneanked 200 genes.
set, MLP gave an accuracy of 52% whereas after geneTable 1 depicts the performance of Chi-Square gene
selection, MLP gave higher accuracy of 96% for top rankezklection with MLP for full gene set and optimal gene set of
50 genes. Model construction time while using full gene setich cancer type.

Fig 7. Performance of MLP in classifying childhood leukemia with two
diagnostic classes

TABLE |. PERFORMANCE OFMLP FORCATEGORIZING DISTINCT CARCINOMA

MGE No. of Full Qi?t?-rfg))/le?f Mot_iel (_:onstruction Optimal I\A;I(L::I:t'}l-rll_a:;//ecr)f Mo&_jel C_:onstruction
Dataset | Samples| Gene Set Perceptron -[llzmuﬁ gesneecgr;cti)s Cﬁfg?}usaﬁ; Eerceptron (J;Tneq;? éiﬁzngzt)
(Full Gene Set) (Optimal Gene Set)
brain5c 40 7129 45 17.5 50 82.5 0.09
gastric3c 30 4522 73 6.32 25 80 0.04
glio4c 50 12625 42 68.9 100 86 0.18
lung3c 34 10541 59 33.7 700 91 0.74
lung5c 203 12600 77 348 200 91 1.38
child2c 23 9945 57 19.3 25 100 0.02
child3c 23 9945 52 18.3 50 9 0.04
child4c 60 8280 45 34.5 200 62 0.12
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Fig 9. Performance of MLP in classifying childhood leukemia with four

diagnostic classes

VI. CONCLUSION

[10]

Microarray Gene Expression data has many gengg]

compared to number of samples. MGE data is subject to
noisy and irrelevant features which may lead to oven‘itting2
and impact the accuracy of a classifier. Thus gene selection
has to be done prior to classifying any type of disease frd#3!

gene data. Chi-Square gene selection method computes the

correlation of one gene with the other and selects only tefy;
ranked genes. Multi-Layer Perceptron is a neural network
algorithm which learns (constructs) the model in multiple
iterations until the classification error rate becomes very
minimal. MLP was widely used in gene expression dafas]
which motivated the authors to categorize eight different
cancer types. From the results, it was identified that
classification with full gene set yields very less accuracyie]
whereas gene selection followed by classification improves
accuracy and also reduces model construction time. In futd#é!
the work has to be extended by applying different activation
functions in MLP and analyze the results. Further the authors
were inspired by parallelized MLP and compare single rdil
MLP with parallel run MLP.

(1]
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