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Abstract—This paper proposes a content download method
with distributed cache management. Recently, in-network
caching has attracted much attention, which will be used
in the future network architecture such as content-centric
networking. In networks with in-network caching, routers store
contents in their cache and users can download them from
the routers. By utilizing in-network caching, the loads for
content servers and networks can be reduced. The proposed
method aims at enhancing the effect of in-network caching. In
the proposed method, management nodes belonging to routers
manage location of cached contents in a distributed manner,
which uses a distributed hash table (DHT). When a user
downloads a content, the user sends a request for the content
to a management node that has information on location of the
content based on DHT. The request then goes to a router having
the content according to the information on location. As a result,
the proposed method can efficiently utilize cache of routers.
Through simulation experiments, we show that the proposed
method reduces the loads of content servers and networks.

Index Terms—In-network caching, content download, dis-
tributed hash table, content-centric networking.

I. INTRODUCTION

IN recent years, the amount of traffic has rapidly in-
creased because of the development of Internet applica-

tions. Multimedia content services such as video distribution
have especially developed and they generate lots of traffic,
which puts loads on both content servers and networks. In
order to reduce the loads, several network architectures have
been considered in the past. Content delivery networking
(CDN) [1], [4] is currently used for content distribution,
which distributes loads by storing copies of contents on
multiple content servers. Furthermore, content-centric net-
working (CCN) [3] attracts much attention as a future
network architecture. While CDN operates on IP networks
based on host-to-host communications with IP addresses,
CCN operates on content-oriented networks based on host-to-
content communications. Specifically, CCN controls packet
transmission with not IP addresses but content name.

One of the most important concepts in CCN is in-network
caching [15]. In general, users send content requests to
content servers and download the contents from them. In-
network caching allows routers in networks to store contents
in cache of them. When a content is downloaded from a
content server, the content is cached in routers on its path
according to replacement policy such as least-recently-used
(LRU). Users can download the content from the routers in
addition to content servers. Therefore, in-network caching
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alleviates access concentration in content servers and loads
for network links.

In order to efficiently use cached contents, we should
consider how users download them. A simple download
method is passive download, in which users download only
contents cached in routers along their paths to content
servers, i.e., default paths. However, this method cannot
utilize cache of routers that are not located on the paths,
so that many packets arrive at content servers. It does not
distribute loads efficiently. Furthermore, contents located
around content servers are frequently replaced due to access
concentration in the content servers, and thus cache utiliza-
tion for popular contents decreases. We need an information
sharing mechanism regarding location of cached contents in
order to efficiently download the cached contents. Although it
is ideal that all users know all the information on the cached
contents and they directly download them, this case has large
overhead to perform information retention and sharing. It is
difficult to accommodate increasing traffic due to the growth
of multimedia services.

This paper proposes a content download method with dis-
tributed cache management to overcome this difficulty. The
proposed method aims at enhancing the effect of in-network
caching. In the proposed method, management nodes con-
necting to routers manage location of cached contents in
a distributed manner, which uses a distributed hash table
(DHT) [7], [12]. When a user downloads a content, the user
sends a request for the content to a management node that has
information on location of the content based on DHT. The
request then goes to a router having the content according to
the information on location. As a result, the proposed method
is expected to efficiently utilize cache of routers.

The rest of this paper is organized as follows. In Section II,
we describe in-network caching. Section III explains our
proposed method. In Section IV, the performance of the
proposed method is discussed with the results of simulation
experiments. Finally, we conclude the paper in Section V.

II. IN-NETWORK CACHING

In-network caching enables intermediate routers to store
contents. In CCN, in-network caching is assumed to be used.
CCN uses a receiver-driven communication model. In this
model, users send content request packets named Interest
packets to content servers in order to obtain contents. The
content servers send packets of the corresponding contents
named Data packets back to the users. An Interest packet has
a name of a content, and a Data packet has the corresponding
name of the Interest packet. These packets are relayed by
routers with a name-based forwarding mechanism. In CCN, a
router consists of three components: forwarding information
base (FIB), pending interest table (PIT), and content store
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Fig. 1. In-network caching.

(CS). The router forwards Interest packets based on name
entries in FIB, which is a name prefix-based routing table for
Interest packets. Data packets are transmitted based on PIT
in the router, which represents reverse paths of the Interest
packets.

The router can cache Data packets into CS as in-network
caching in CCN. When the router receives an incoming
Interest packet, it checks its CS. If a corresponding Data
packet is stored there, the router replies it to the user;
otherwise the router forwards the Interest packet to a content
server. Because the length of the downloading path decreases,
using CS reduces not only loads of content servers but also
loads of network links as shown in Fig. 1.

In-network caching with CS is one of most important
characteristics of CCN. In general, contents transmitted from
content servers are temporarily and passively cached in
intermediate routers. These cached contents are frequently
replaced by other downloaded contents according to cache
decision policies and replacement policies [9]. Note that
the cache decision policies decide whether intermediate
routers along downloading paths store contents or not. The
cache replacement policies decide which cached contents
are replaced with a new downloaded content. In order to
efficiently use these cached contents, this paper focuses on
content download methods [2], [5], [6], [8], [10], [11], [13].
When we use a simple download method that downloads
contents cached in routers along paths from users to content
servers, cache of routers that are not located on the paths
cannot be utilized. On the other hand, when all users know
all the information on the cached contents and they directly
download them, the cached contents are efficiently utilized.
However, this case has large overhead to perform information
retention and sharing. To resolve these problems, the pro-
posed method provides content downloading with distributed
cache management.

Fig. 2. Management nodes.

Direct download

Download from cache
via management node

from content server

Fig. 3. Decision of packet destination.

III. PROPOSED METHOD

A. Overview

In the proposed method, we prepare management nodes,
each of which belongs to a router and manages location of
cached contents in a distributed manner, in a network. To do
so, the proposed method uses DHT. As shown in Fig. 2,
each management node manages a certain range of hash
values. It keeps information on only contents whose hash
values is in the range. When a user downloads a content,
the user first checks the hash value of the content. The user
decides whether it sends a request packet for the content
such as Interest packets in CCN to a management node that
manages the hash value or a content server that has the
content according to the distances to them as shown in Fig. 3.
Note that we assume that users or intermediate routers know
which management nodes manage the hash value in advance.
If the content server is located relatively near the user, the
request packet is transmitted to the content server; otherwise
the user sends the request packet to the management node.
The management node receiving the request packet checks
which routers cache the content. If there is a router having
the content near the management node, the request packet
is transmitted to the router and downloads the content from
there. On the other hand, if there are no routers having the
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content near the management node, the request packet is
transmitted to a content server having the content. As a result,
the proposed method efficiently utilizes contents cached in
intermediate routers.

The advantage of the proposed method is low control
overhead. In the proposed method, when a content is cached
or deleted in any of routers, each management node that
manages the content has to update location of the content. In
this case, a router that caches or deletes the content advertises
the information to the management node. However, the router
does not need to advertises the information to users and other
management nodes. The users do not need to know location
of contents, which means that control overhead is low.

B. Procedure of the proposed method

1) Content download and information update: In the
following, we explain the procedure of the proposed method,
which consists of content download of users and information
update of management nodes. Although the proposed method
is assumed to be used for CCN, the idea of the proposed
method can be applied to conventional networking architec-
tures such as IP networking. Therefore, this paper introduces
a general procedure of content download in the proposed
method and does not focus on detailed operation for CCN.

We assume that there are some management nodes con-
necting to routers in a network and each management node
has information on location of cached contents, hash values
of which are in the range of the hash values managed by the
management node. We also assume that each user or router
knows location of content servers, management nodes, and
hash values managed by the management nodes. Note that
each user or router does not know location of contents cached
in routers. When a user download a content, the proposed
method performs the following procedure.

Step (1) The user checks the hash value of the content and
the number hn of hops between the user and the
nearest management node that manages the hash
value.

Step (2) If hc < hn + k, the user sends a request packet
for the content to the nearest content server that
has the content and downloads the content from
the content server, where hc denotes the number of
hops between the user and the content server and k
is a parameter. In this case, the procedure finishes.

Step (3) If hc ≥ hn+k, the user sends the request packet
to the management node.

Step (4) After the management node receives the request
packet, it checks which routers cache the content
now. It also checks the number of hops to the
nearest router having the content.

Step (5) If the number of hops to the router is larger
than the number of hops to the nearest content
server or there are no routers that have the content,
the management node sends the request packet to
the content server. Then the content is downloaded
from the content server.

Step (6) Otherwise, the management node sends the
request packet to the nearest router having the
content, and then the content is downloaded from

Fig. 4. Management group.

the router.

Note that in Steps (2) and (3), when the content is cached in
an intermediate router along the path to the content server or
the management node, the content is downloaded from there,
i.e., performing passive download. In Step (2), the user sends
the request packet to the content server because the content
server is relatively near compared with the management
node. We can adjust the decision with parameter k.

As mentioned earlier, this paper does not focus on detailed
operation of the proposed method for CCN. If the proposed
method is used for CCN, users and management nodes need
assist by intermediate routers because CCN assumes that
users do not know location of content servers and packets are
forwarded by routers based on content names. However, the
operation of the proposed method follows the above general
procedure.

In the proposed method, each management node forwards
request packets transmitted by users based on information
on current location of contents. Therefore, when a content,
the hash value of which is in the range of the hash values
managed by the management node, is cached or deleted
in a router, the information should be updated. Therefore,
whenever a content in a router is cached or deleted, the router
advertises update information to management nodes that
manage the updated content. By doing so, the management
nodes know current location of the content and the above
procedure of the proposed method works well.

2) Grouping of management nodes: We should consider
the range of hash values managed by each management node
in order to efficiently use the proposed method. If a content
is managed by only one management node in a network,
arrival of request packets concentrates in the management
node. Therefore, the load of the management node becomes
heavy. Moreover, the number of hops between each user
and the management node tends to be large. On the other
hand, if a content is managed by many management nodes,
each management node needs to have much information and
control overhead becomes high.

To balance loads of management nodes and control over-
head, the proposed method divides management nodes into
m groups. Management nodes belonging to the same group
manage different contents. On the other hand, management
nodes belonging to different groups can manage common
contents. We show an example with Fig. 4. In this figure,
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Fig. 5. USA topology.

we divide management nodes into three groups, where each
router has a management node and there are 12 types of con-
tents. While management nodes belonging to the same group
manage three different contents, some management nodes
belonging to different groups manage common contents.
By doing so, we can reduce loads for management nodes
and the number of hops between users and management
nodes. This paper uses a simple dividing strategy that divides
management nodes according to node indices. Specifically,
management node i (i = 1, 2, . . . , N ) belongs to group
�im/N�.

IV. PERFORMANCE EVALUATION

A. Model

To evaluate the performance of the proposed method,
we conduct simulation experiments. We use two network
topologies. The first one is a USA topology shown in Fig. 5,
which consists of 28 routers and 45 bi-directional links. Each
router connects to a user, a content server, and a management
node. There exist 112 types of contents in the network.
Each content server has 4 original contents. Different content
servers have different contents and each content is stored in
one of content servers. Each router can cache 10 different
contents. The second one is a topology made by the Watts-
Strogatz (WS) model [14], which consists of 100 routers and
400 bi-directional links. As the parameters in the WS model,
the mean degree a of nodes is set to be 4 and the probability
p that each link is replaced is set to be 0.1. In this network,
there exists 1000 types of contents. Each content server has
10 original contents and each router can cache 10 different
contents. The system parameters are listed in Table I.

In each simulation experiment, we randomly select a
combination of a user and a content. Then the content is
downloaded by the procedure of the proposed method. The
router to which the user belongs replaces one of its cached
contents with the downloaded content based on LRU while
intermediate routers do not replace their cached contents. In
the proposed method, management nodes manage the same
number of contents. The simulation experiment finishes after
it repeats this process one hundred thousand times. For the
sake of comparison, we use a passive download method
that does not use management nodes and always sends
request packets to content servers. Although this method
uses in-network caching as well as the proposed method,
it downloads only contents cached in routers along paths
between users and content servers.

TABLE I
SYSTEM PARAMETERS.

Parameters USA WS

Number of nodes 28 100
Number of links 45 400
Number of types of contents 112 1000
Number of original contents in each content server 4 10
Number of contents that each router can cache 10 10

Fig. 6. Cache hit ratio (USA topology model).

In the simulation experiments, we assume that the length
of every link is the same because we focus on the number of
hops. Furthermore, since we focus on cache utilization, we
do not consider propagation delay of links and processing
time of content servers and management nodes. Also, we do
not consider bandwidth of links and size of contents.

B. Results

Figure 6 shows the cache hit ratio as a function of the
parameter k of the proposed method in the USA topology
model. We define the cache hit ratio as the ratio of the
number of contents downloaded from intermediate routers
to the total number of downloaded contents. Note that the
performance of the passive method does not depend on the
value of parameter k, so that the cache hit ratio of the passive
method has the identical value for any k. As we can see
from this figure, the cache hit ratio of the proposed method
decreases with the increase in the value of parameter k. In
the proposed method, large k means that users tend to send
request packets to content servers directly because the users
send request packets to content servers if hc < hn + k.
Therefore, when k is large, the proposed method does not
efficiently utilize management nodes and thus the cache
hit ratio decreases. For k ≥ 6, the cache hit ratio of the
proposed method is almost the same as that of the passive
download method. This result indicates that the proposed
method always directly sends request packets to content
servers as well as the passive download method when k ≥ 6.

Moreover, we observe that the cache hit ratio of the pro-
posed method increases with the number m of management
groups. This is because there exist many management nodes
that manage location of common contents. Specifically, the
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Fig. 7. Average number of hops (USA topology model).

average number of hops from users to management nodes
tends to be small when m is large, and thus the condition
hc ≥ hn + k in Step (3) is easily satisfied. We also observe
that while the cache hit ratio for m = 4 is significantly
larger than that for m = 1, it is slightly smaller than that
for m = 7. This result indicates that m = 4 is better than
m = 7 in this case to suppress the control overhead of the
proposed method.

Figure 7 shows the average number of hops of content
download as a function of the parameter k of the proposed
method in the USA topology model. From this figure, we
observe that the average number of hops decreases with
the value of the parameter k until k reaches 2. Then the
average number of hops increases with the value of the
parameter k. When k is small, i.e., k ≤ 0, the proposed
method sends request packets to management nodes even if
the number of hops to a content server is smaller than that to
a management node. Therefore, the average number of hops
increases in this case. On the other hand, when k is large, i.e.,
k ≥ 3, the proposed method tends to directly send request
packets to content servers even if the number of hops to a
content server is larger than a management node. In this case,
the proposed method cannot utilize management nodes and
cached contents. As a result, the average number of hops of
content download increases. When k ≥ 6, the performance
of the proposed method is the same as the passive download
method. When k = 2, the proposed method shows the best
performance for any value of m, which is smaller than the
average number of hops of the passive download method.

We observe that the average number of hops of the
proposed method decreases with the increase in the number
m of management groups. The reason is that the average
number of hops from users to management nodes is small
for large m and users efficiently utilizes cached contents.
However, as mentioned earlier, the control overhead is high
for large m and the cache hit ratio is not proportional to
the value of m as shown in Fig. 6. Therefore, we need to
appropriately select the value of m according to requirements
of network design.

We then examine the performance of the proposed method
in the WS model. In this model, we collect 10 independent

Fig. 8. Cache hit ratio (WS model).

Fig. 9. Average number of hops (WS model).

samples from simulation experiments and obtain the average
of them. Note that for each experiment, the topology is
randomly constructed by the WS model. Figure 8 shows
the cache hit ratio as a function of the parameter k of
the proposed method in the WS model. As shown in this
figure, the cache hit ratio decreases with the increase in the
value of parameter k and it increases with the number m
of management groups, similar to the result in the USA
topology model. We also observe that the cache hit ratio
is almost the same for m ≥ 8.

Figure 9 shows the average number of hops of content
download as a function of the parameter k of the proposed
method in the WS model. As we can see from this figure, the
average number of hops is minimized when k is about 8 for
any value of m. We observe that the average number of hops
decreases with the increase in the number m of management
groups. This result is also similar to the result in the USA
topology model.

V. CONCLUSION

This paper proposed a content download method with
distributed cache management, which aims at enhancing the
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effect of in-network caching. Through simulation experi-
ments, we showed the that proposed method reduces the
average number of hops of content download and enhance
the cache hit ratio. As the future work, we will consider the
impact of system parameters such as propagation delay and
bandwidth of links.
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