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Abstract—Human action recognition is the process of labeling 
a video according to human behavior. This process requires a 
large set of labeled video and analyzing all the frames of a video. 
The consequence is high computation and memory requirement. 
This paper solves these problems by focusing on a limited set 
rather than all the human action and considering the human-
object interaction. This paper employs three randomly selected 
video frames instead of employing all the frames and, 
Convolutional Neural Network extracts conceptual features and 
recognize the video objects. Finally, support vector machine 
determines the relation between these objects and labels the 
video. The proposed method have been tested on two popular 
dataset; UCF Sports Action and Olympic Sports. The results 
show improvements over state-of-the-art algorithms.  

 
Index Terms—Computer Vision, Human Activity 

Recognition, Convolutional neural networks, Support vector 
machine 

I. INTRODUCTION 
ecently, analyzing and understanding human action or 
activity become an interesting topic because of two 

factors. First, the advancement of technology and the increase 
of low cost and powerful imaging equipment result in 
exponential growth of video creation.  Second, the 
development of a large number of programs including human-
robot interaction, human-computer interaction, intelligent 
video surveillance, face analysis, object tracking, video-
processing and video annotating, robotics, smart aware-house, 
rehabilitation center, video games and a variety of systems 
that involve interactions between human and computer [1]-[2]-
[3]-[4]. 

Human behaviors are analyzed according to gesture, action 
and activity Gesture or elementary action includes automatic 
and simple movement such as hand raising or foot forwarding. 
Action is a series of gesture that temporarily put together and 
they describe the entire body. Finally, the activity is a series of 
actions which include interactions and group activities [1]-[2]-
[5]. Also, interactive activities include human-object or 
human-human interactions (See Fig. 1). This paper focuses on 
human-object interaction to understand the human activity.  
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Fig. 1.  Human behaviors based on complexity level. 

 

Although, human action and activity recognition has started 
since 1973 [1], unsolved issues have been remained such as 
view point, clutter, diversity of actions, actor movement 
variations, high cost computing and memory requirement. One 
of the main problems in this area relates to the variation of 
human actions and activity. 

As previously mentioned, we have three categories for 
human behavior. Also, each person has his own style [2]. 
Therefore, designing a high performance recognition system 
for all categories of human behaviors is complicated. A 
solution is to implement system to recognize a limited number 
of actions or activities. 

 This paper focuses on improving the recognition 
performance by limiting the variation of actions by 
understanding human-object interaction. It employs only three 
randomly selected video frame instead of all the frames and, a 
pre-trained Convolutional Neural Network (CNN) via 
ImageNet pictures extracts the high level and conceptual 
features and recognize the video objects and, Support Vector 
Machine (SVM) understands the action by determining the 
relation between the objects and labels the video.  

The rest of this paper is organized as follows. Section 2 
reviews the human action or activity recognition systems. 
Section 3, explains the theoretical background; convolutional 
neural networks and support vector machine. Section 4 
explains the proposed system. Section 5 present the simulation 
results and comparison with other along the same systems. 
The final section concludes the paper and talks about future 
activities. 

II. LITERATURE REVIEW 
Figure 2 shows the general form of a human action or 

activity recognition systems where it consists of four sections: 
input, detection, tracking and recognition [1]-[2]-[6] Although 
action and activity are semantically difference, but in most 
cases it can be considered that there is no different and they 
are equal [7]. Next, we discuss each section briefly.  
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Fig. 2.  Human action recognition system. 

A. Input 
A recognition system receive input data such as video or 

still image from visual devices such as cameras. This paper 
focuses on systems that the location of camera is unimportant 
and the input is video.  

B. Detection 
 The important section in this system is detecting human. 

This section separates the main object in video frames.  The 
detection is performed by data representation and the features 
extracted should be robust against small video changes such as 
human appearance, rotation and displacement, lighting, partial 
human latency, occlusion, point of view or run operation. The 
system have to fix its human of interest [1]-[4]-[6]-[8]. 
Recently, researchers use more hierarchal structure for action 
recognition.   

C. Tracking 
 After finding the human’s location in each frame, the 

system locates a few points of human body. We use these 
points to track the human body and extracting the movement 
pattern. This part distinguishes human’s movements from 
other objects’ movements [1]-[6] Morris et all [9] divided the 
object tracking algorithms into 6 groups based on region, 
contour, feature, model, hybrid and optical flow. 

D. Understanding  
The role of understanding is analyzing the motion pattern 

and find the best description of actions and activities. 
Understanding human behavior is classification the human 
action and activity. The classification matches an unknown 
data with a group of sample reference and labeling human 
action and activity. The learning methods involves supervised, 
unsupervised and semi-supervised model [6]-[10]. Table 1 
present the several popular algorithms on human action 
recognition which used deep neural networks for action 
recognition.  

III. BACKGROUND THEORY 
In This section introduces the sub-systems of the proposed 

system including CNN and SVM. This introduction makes 
understanding this paper more easily. The role of CNN and 
SVM are extracting suitable features and classification of 
action and activity respectively. 

A.  Convolutional Neural Networks 
Alex Krizhevsky and colleagues used CNN to classify 2.1 

million high-resolution images into 1000 classes. CNN 
improves the classification performance compared to the other 
methods significantly and it overcomes overfitting which is 
observed in most learning issues. Figure 3 shows the structure 
of CNN employed by Krizhevsky and colleagues. This 
network can run in parallel on GPUs [14]. 

CNN composes of 8 layers, 5 convolutional layers and 3 
fully connected layers. The small local parts of the input are 
captured by the convolutional layer with a set of local filters, 
and the pooling layer preserves the invariant features. Top 
fully connected layers combine inputs of all features to 
perform the classification [14]-[15]. This hierarchical 
organization generates good results in image processing and it 
had been applied to large-scale visual recognition tasks 
because low-level edge information leads to complex 
representations such as mid-level cues like edge intersections 
or high-level representation like object parts. Also, this 
method is convenient for extracting dependent local features 
and scale invariant feature [16]-[14]. 

B.  Support Vector Machine 
Vapnyk introduced primary SVM in 1963 [17] SVM is a 

supervised learning algorithm for classification and regression 
and, it is widely used in object detection & recognition, 
content-based image retrieval, text recognition, biometrics, 
speech recognition [18]. The advantages of SVM are the 
training simplicity, high interoperability and, it works well 
with low samples and high dimensional input space. 
Experimental results have shown that this method often 
outperforms competing clustering methods [18]-[19]-[20]. 

SVM classifies data by finding the best hyperplane that 
separates all data points into two classes. The training data is a 

set of data points x i
 Rd along with their categories =±1, 

TABLE I 
PRESENTS THE RESULTS OF METHODS 

First author  Algorithm  

Ji, 2013 [11] 

Develop a 3D convolutional neural network. It 
is an extension of 2D CNN. Extracts features 
from both spatial and temporal dimensions. 
 

Simonyan, 2014 
[12] 

Represent a two-stream architecture of CNN. 
Spatial stream captures appearance information 
from still frames and Temporal stream extracts 
optical flow to capture motion between frames. 
 

Wang, 2015 [13] 

Presented model called trajectory pooled deep 
convolutional descriptor (TTD). He used 
hand-crafted features to extract trajectories and 
a two stream CNN for extracting feature maps. 
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where each value corresponds to a data class. The equation of 
a hyper-plane is: 

 
       bXxg W T                                                (1) 

                                                                                                                                          
Where g(x) is a linear function, W ∊ Rd and b is a real 

number. A positive or negative value of g(x) means that the 

data will have =+1 or =-1 respectively.   
In cases where it is difficult to find a simple hyperplane to 

separating data, we simply increase the data dimension by a 
kernel. The commonly-used kernel functions are Linear, 
Polynomial, Gaussian and Sigmoid [18]-[19]-[20]. 

IV. THE PROPOSED METHOD 
Figure 3 shows the block diagram of the proposed method. 

This algorithm consists of three steps including: random 
selection of video frames, object and human recognition and 
understanding human action.   

1) Random selection of video frame 
At first we have to find all the video objects. We can use one 

video frame instead all the frame to find the video objects. 
However, we may lose video objects in situations where we 
may face with occlusion or fast video changes.  Figure 4 
presents such an example in a diving video. Overcoming these 
problems, we divide a video into three parts and, randomly 
select a frame of each part as the input of CNN to detect the 
video objects. The advantages of this random selection are the 
improvement of computation complexity and reducing the 
memory requirement.  

 
 

 
 

Fig. 3.  The block diagram of the proposed system including random video 
frame selection, object recognition by CNN and action recognition according to 
objects of the frame by SVM. 

 

 
A: The first frame 
consist of human 
and platform 

B: The thirty-fourth 
frames shows only 
human 

C: The Fifty-first 
frame consist of 
part of human and 
water 

 

Fig. 4.  Three frames of diving movie; fast changes of movement results in 
different objects in each frame. 

2) Object and human recognition 
This section employs a pre-trained CNN with ImageNet [21] 

to recognize all video objects. This CNN processes 400 images 
with 16x16 dimensions per-second and it detects one object in 
each process per image. The results shows that CNN classifies 
objects more accurately than along the line algorithms [16]-
[22]-[23]-[25]. 

Normally an image consist of different objects with different 
sizes. Here, we use two methods to find image object; 
partitioning image into small sizes and image resizing. 
Partitioning an image to small parts gives us the chance to find 
an object regardless of its location in the image. Image resizing 
provides the opportunity to find small and large object and. 

 An image is partitioned into 16x16 sub-images where each 
part overlaps with its neighbor with an 8x16 block as it is 
shown in Figure 5. CNN finds a specific object in a 16 * 16 
sub-image. The final result of CNN for each sub-image is a 
vector. The vector size is equal to the total number of objects. 
Each element of the vector corresponds to an object and the 
existence of this element will be shown by one the vector 
otherwise by zero (See Fig. 5).   

The size of objects are different (some of them are big such 
as horse and some of them are small such as shoes). For a 
better representation, we convert the original image into 4 
different sizes in a pyramid form. In this case, big and small 
objects will be detected at small and large size version of the 
image respectively. Figure 6 presents an example where an 
image with original size of 128x128 is changed into 64x64, 
32x32, and 16x16. The tree is a small object and this can be 
detected in 128x128 size image and the horse is a large object 
and it can be detected in 16x16 size one. 

 
Fig. 5.  Input and output of CNN. 
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Fig. 6.  Changing the size of the original image for CNN. 

 
 In this example, the output of CNN will be 337 vectors for 

one frame by adding the vectors of different image sizes from 
12x128 to 16x16. The output vectors of different size of an 
image are combined into one vector (See Fig. 7).   

As we select three frames of three parts of a video the above 
process is performed for all of the selected frames and we have 
a final vector for each of the three frame and finally, the three 
vectors are converted into one vector by union function. Figure 
8 shows this process 

3) Understanding the relationship between objects of an 
image 

Up to now, the objects and human has been recognized.  For 
example if the input video is lifting, the output of the second 
stage is a vector that includes the objects of video such as 
human, shoes, barbells or other heavy weights and etc.  In this 
step, we used support vector machine with RBF kernel.  

First the classification is trained with 70 samples. After that 
each vector of the frame is mapped onto the correct class and 
SVM determines the label of interactions between human and 
objects.  

V. EXPERIMENTAL RESULTS 
This paper employs a combination of CNN and SVM to 

understand human action. CNN has been employed to 
extractthe image objects and SVM to understand the action 
according to the relation of image objects. Therefore, in 
experiments, we have to show that a combination of these 
algorithms will improve the understanding accuracy. 

 

 
Fig. 7.  All the output vectors of different image sizes of a frame generated by 
CNN are combined into one vector for each frame. 

 

 
Fig. 8.  The final output for a video is a vector which is generated by 
combination of the vectors of three frames of that video. 

This paper performs experiments to evaluate the accuracy of 
the proposed algorithm. The evaluation shows the final output 
with the reference video and compares the final results of the 
proposed method with the algorithms along the same line based 
on ground-truth videos. All the experiments were implemented 
with Matlab 2015 under OS Windows 8 and were run on an 
ASUS computer with CPU 2.0 GHz with 8 GB RAM. Next, 
the data set of images for evaluation, the evaluation criteria and 
the final outcomes are explained in detail. 

A.  Datasets 
We have evaluated the proposed algorithm on the known 

benchmark dataset the Olympic and UCF sports action. These 
datasets consist of athletes practicing different sports and 
human use the objects (except in some videos like running, 
jumping and walking). So, this datasets are good for 
discovering human-objects interaction. 
  

 
Fig. 9.  The sample of UCF sports action datasets. 
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1) UCF Sports Action 
 The UCF Sport Action datasets [7]-[25]-[26] consists of a 

set of sports activities which is collected from TV channels 
such as BBC and NSPN in 2008. This type of video datasets 
generally contains background clutter, changes in object 
appearance, scale, illumination conditions, and viewpoint.  It 
has been used for applications such as: action recognition, 
action localization, and saliency detection [2]-[6]-[7]. This 
datasets includes 150 videos from 10 different sports, the 
running and walking are considered as one sport: Diving (14 
videos), Golf Swing (18 videos), kicking a ball (20 videos), 
lifting (6 videos), horse riding (12 videos), running (35 videos 
which 22 videos is for walking) skateboard (12 videos), swing-
bench (20 videos) and swing-side (13 videos). Figure 9 shows 
the sample of all 10 actions.  

2) Olympic Sport datasets 
 Olympic Sports dataset [31] includes videos of various 

sports practicing and it was created in 2010. This data set is 
obtained from YouTube video. 

 

      
Fig. 10.  The example of Olympic sports datasets. 

 

Also it has high intra-class similarity between videos for 
certain classes. It includes 50 videos from 16 different sports: 
high-jump, long-jump, triple-jump, pole-vault, discus, hammer, 
javelin, shot put, basketball, bowling, tennis-server, platform 
diving, springboard, snatch, clean-jerk and vault [7]-[32]. In 
this paper, because we focused on human-objects interactions, 
12 sports are used. The high, long and triple-jump are 
considered as a jump class. The platform diving and 
springboard are considered as a Dive class. The snatch and 
clean-jerk are considered as a snatch class. Figure 10 presents 
the example of all 12 sports. 

B. Evaluation criteria and the results 
The evaluation criteria is accuracy and it can be calculated 

by finding four factors as explained next. The confusion matrix 
presents all the factors.  

1. True Positive (TP): Number of positive cases 
correctly identified.  

2. False Positive (FP): Number of negative cases 
incorrectly classified as positive. 

3. False Negative (FN): Number of positive cases 
incorrectly classified as negative. 

4. True Negative (TN): number of negative cases 
correctly identified.  

 

TABLE II.   

PRESENTS THE RESULTS OF METHODS ON UCF SPORTS ACTION 

First author  Algorithm  Accuracy 

Wang, 2009 [27] 

He tested various detector on 
UCF sports and best result is 
obtained by the dens sampling. 
 

85.6 

Le, 2011 [28] 

Design a way to learn invariant 
spatio-temprol directly from 
video data.  He consider dense 
sampling for his algorithm. 
 

86.5 

Kovashka, 2010 
[29] 

Learn the shapes of space-time 
feature neighborhoods. 
 

87.2 

Ravanbakhsh, 2015 
[30] 

compute CNN features for 
each frame and map them into 
a short binary code space 

88.1 

TABLE III 

PRESENTS THE RESULTS OF METHODS ON OLYMPIC SPOTRS 

First author  Algorithm  Accuracy 

Jain, 2013[33] 
 

Cluster dense trajectories. 
Decompose visual motion into 
dominant and residual motions 
both for extracting trajectories 
and computing descriptors. 
 

83.2 

Li, 2013  [34] 
 

Recognize different camera 
motion types Separate 
foreground and background 
motion. 
 

84.5 

Wang,2013   [35] 

Multiple descriptors. Densely 
sample feature points in each 
frame. Track features in the 
video based on optical flow. 
 

84.9 

Gaidon, 2014 [36] 

Compute the approximate 
motion of the background 
plane. Generate stabilized 
videos. Extracting dense 
trajectories. 
 

85.5 

 
Wang, 2015 [37] 

Use camera motion estimation 
for dense trajectory features. 
Using Multiple descriptors and 
dense optical flow. 

85.8 
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                                                   (a)                                                                                                                                 (b) 

Fig. 11.   (a) is a confusion matrix for UCF Sport Action. (b) is a confusion matrix of Olympic Sport. Closely related activities such as Hammer Throw and Shot 
Put (in UCF Sport) or running and kicking (in Olympic Sport) tend to be more easily confused. 

 
The accuracy is:  

 (TP+TN)/ (TP+TN+FP+FN) 

Table. 4 presents the results of proposed methods and 
some previous work on these two datasets. It can be seen that 
the proposed algorithm outperformed on these datasets.  As 
mentioned, our system worked like object recognition 
system and detected all objects in a video. We show that 
learning features directly from data is an important research 
direction and it is also powerful in recognition tasks. Three 
frames, instead of all frames, have been used and caused the 
cost of computing and memory requirement are decreased. 
Temporal features are omitted and human’s motion won’t be 
tracked in following frames. So, the performance and 
accuracy are increased.  

 
TABLE IV 

 
COMPARING OF RECOGNITION ACCURACY ON UCF AND 

OLYMPIC SPORTS 
UCF Sport Action UCF Sport Action 

Methods Accuracy Methods Accuracy 
Souly, 2015  
[38] 85.1 Niebles, 2010  

[31] 72.1 

Wang, 2009 
 [27] 85.6 Jain, 2013 

 [33] 83.2 

Le, 2011  
[28] 86.5 Li, 2013 

 [34] 84.5 

Kovashka, 2010 
 [29] 87.2 Wang, 2013 

 [35] 84.9 

Ravanbakhsh, 2015 
[30] 88.1 Gaidon, 2014 

 [36] 85.0 

Wang, 2011 
 [39] 89.1 Wang, 2015  

[37] 85.8 

Weinzaepfel, 2015 
 [40] 90.5 Our model 87.5 

Our model 93.1   
 

Figure 11 shows the average performance of our method 
over 100 runs for UCF Sport Action and Olympic Sport. In 
some cases, because of the apparent similarity of the 
environment or objects in the videos, the videos of different 
categories in the layer of classification, are confused with 
each other. 

VI. CONCLUSION 
This paper presented an algorithm for human action 

recognition that suitable in situations where we have human-
object tntractions in videos.  This  method  collects UCF 
Sport Action and Olympic Sport videos have several kind of 
sports that human use the objects,  and  then  we  employ  a 
supervised  learning  algorithm where the underlying 
network trained by image-net data to  train  the  system  for 
objects recognition.  The  employing  of  learning  method,  
significantly improves the performance in vision tasks. The 
accuracy improvement comes   from   the  using three frames 
instead of all video frames, the learning algorithm and the 
approch for objects recognition. Our approach does not 
require segmentation, tracking of humans, pruning of motion 
or static features, or stabilization of videos. The results show 
that, UCF Sport Action(87.5%) and Olympic Sport(93.1%), 
the proposed method provides better performance in 
comparison to other state-of-the-arts results.  
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