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Abstract—The exponential growing effort, cost and time
investment of complex systems in modeling phase emphasize
the need for a methodology, a framework and a environment
to handle the system model complexity. For that, it is necessary
to be able to measure the system model complexity. This paper
highlights the requirements a model needs to fulfill to match
human user expectations. It suggests a hierarchical graph-
based formalism for modeling complex systems and presents
transformations to handle the underlying complexity. Finally,
a way to measure complexity based on Shannon theory of
information is proposed and applied to an example.

Index Terms—Higraph, Complexity, Graph transformations,
System Modeling.

I. INTRODUCTION

INCE the introduction of System Engineering in

industry model-based development has been adopted
more or less in development of complex systems. A model
has a clear purpose: to help designing the system of
interest. Modelers must exclude all factors not relevant to
the problem to ensure the project scope is feasible and the
results timely. The value of the modeling process begins
early on, in the problem definition phase. The modeling
process helps focus diagnosis on the system of interest.

Given the limited cognitive capabilities of humans,
we use models of the properties of the system and its
context/environment that are of relevance and interest, and
disregard details considered irrelevant for the system design
and development. A model is thus a deliberate simplification
of reality with the objective of explaining a set of selected
properties of the real system that is relevant for the purpose
of its development. This model starts first with a mental
process to capture relevant information, then the information
captured is expressed through means to be communicated.
This information is the minimum information necessary
to have a satisfactory understanding of the perceived real
system and environment.[1]

Systems are inherently complex. However, to fully
understand a system without reaching human mind
limitations, it is necessary to handle this complexity.
This system real complexity is indeed reflected in the
corresponding system model. In fact, the system perceived
complexity is the model complexity. To obtain a model that
is trustworthy, understandable, and useful, it is necessary to
architecture the complexity. As it is described in [2], there
is a form of organized complexity in systems.

Hierarchically flat representations, as graph-based models,
are more prevalent in the modeling of systems. They are
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now a natural approach to a large family of problems.
Moreover, the graphs remain intuitive on all problems
of small size, they can be represented and manipulated
graphically, which gives a quick overview of the situation.
Unfortunately, when systems size increases, it becomes
difficult to navigate quickly in such a representation, where
all the information is placed at the same level, even if they
are really useful in the subparts of the overall system. A
graph with a large number of variables can be visually
incomprehensible.The approach divide and conquer can
then separate a complex system into simpler subsystems and
thus return to a viewable representation of parts of more
reasonable size.

This paper presents how to organize a system model
to handle the complexity issue. It first introduces general
concepts to address this issue. Then it presents a formalism
for a higraph-based model that will be used in this paper
for system modeling. Necessary graph-based transformations
that apply general concepts are also presented. Finally com-
plexity is evaluated using Shannon’s entropy and Information
theory.

II. MODEL COMPLEXITY AND HIERARCHY

To handle large amounts of data, it is often useful to have
a classification or an order. One effective way to classify a
set of elements is to use a hierarchical organization of this
set of elements, introducing sometimes a new order relations
among the elements. With the hierarchy, in addition to
be able to handle elements together, it becomes possible
to handle subsets of elements together. There are two
ways how to organize hierarchically a set: grouping and
encapsulation.

o It is possible to group items based on similar properties
or characteristics.

o It is possible to encapsulate many elements within a
single element of a higher level and then consider
only the properties of this element when an analysis
is performed.

Therefore, to handle complexity of the real system, its
model should be the result of a simplification strategy
consisting in:

o Conceptual chunking: refers to the formation of a
higher-level concept that captures the essence of the
problem-at-hand and reduces the complexity by omit-
ting irrelevant detail and reducing its dimensionality [3].

o Segmentation: refers to the decomposition of a complex
system into into smaller parts that can be studied in
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isolation, in order that the capacity limitations of the
human mind are avoided.

Consequently, we can indentify two types of models
hierarchies. On one hand, there is the generalization, i.e.
hierarchy of types. The word fype refers generally to a
representation that gather main properties of objects that
have common characteristics [4]. One type allows to group
elements with common characteristics. The mechanism of
subtyping induces a hierarchy: an entity type 7%, derived
from type 77 has at least all the properties of an entity
type T3. On the other hand, there is aggregation. The word
aggregation refers generally to a representation that gathers
elements into another higher-level element to hide them
when necessary. The higher-level element that encapsulates
its contained elements has properties that are the emerging
properties at this level due to the contained elements. Other
names like nested hierarchy or container hierarchy are also
common Encapsulation decreases the complexity of the
system model [5]. Finally, the hierarchy has an additional
advantage: depending on the selected level, it is possible to
observe different points of view.

III. HIGRAPH-BASED MODEL

Based on literature and industrial experience, a set of

system modeling requirements have been identified.

1) Simplicity: The language shall be simple, with few
basic concepts [6], [7]. It should be straight-forward
to determine what a model element represents.

2) Visual, graphical language: The language shall allow
a visual, graphical depiction of the model, giving both
an overview of the whole system and details about its
parts [7].

3) Visual flexibility: The language shall allow to modify
the graphical properties of the elements represented
in the model if necessary (for example to highlight
elements) [8]

4) Semantic Preciseness: Since models have many users
and uses, they shall be precise and unambiguous. Any
ambiguity will lead to errors, confusion and conse-
quently to increased cost[9].

5) Compositionality: Modeling languages shall allow
composition of models from parts [10].

Graphs have been naturally used to represent and model
problems since the emergence of computer science. Graph-
based models give a visual and intuitive representation,
as well as with required accuracy. They are a well-suited
means to describe in a natural way all kind of systems,
where nodes describe system entities and edges describe
relations between them [11].

A higraph is a graph extended to include notions of depth
and orthogonality and was introduced by Harel in [12],

[13]. In other words:

Higraph = Graph + Depth 4+ Orthogonality

Definition 1 (Higraph). A higraph is a quadruble H =
(B, &, p,II) where :
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Fig. 1. Developing a Higraph from a Tree

e B is the set of blobs (or nodes);

o & is the set of edges.

e pis the hierarchy function. It assigns to each blob b € B
its set of sub-blobs p(b)

o II is the orthogonality (or partitioning function) defined
as IT : B — 2B%B_ associating with each blob b € B
some equivalence relation 7(b) on the set of sub-blobs,

p(b).

By its definition, the depth, shown by a higraph is defined
by the enclosure of one node within another. Thus, it is
possible to develop a higraph from a tree. The higraph in
Figure 1 shows the same information as the tree in Figure 1.
Besides, a node might have more than one parent.

To apply the general concepts defined previously, we
need to define higraph-based transformations that will fulfill
these concepts expectations.

First, we need to define the Type Higraph My associated
to the Higraph M. To achieve this it is necessary to define
first generalization.

Definition 2 (Generalization). Let M = (Basy, Enryg, 05 1)
be a Type higraph. Let M = (B, Ear, p, IT) be a higraph.
Let g : M — Mj; a morphism that associates to each element
x of the higraph to its type, with My, the Type Higraph, x
of M to its type. We have:

o« Vz € M,g(x) € Mu;

« Vo€ M,g(p(z)) C p(g(z));
o Vt € M, g(mi(x)) € p(t).

Besides, M1 = (B, Erg, p,II) have the following
properties:

e En, =0, ie. there is no edge;
o VYo € By, m(z) = p(z), ie. all elements are of the
same type.

Now we define the function aggregation. This allows a
higher-level element to encapsulates its contained elements
while having its properties that are the emerging properties
at this level due to the contained elements.

Definition 3 (Aggregation). Let M be a Model higraph.
Let = be a model node.

Let y; be model nodes such that y; € p(z).

The aggregation function f,4, maps a set of elements y; to
a single element z.

Jagg : M — M such that fogq(y1, ..., Yjp)) =

This function is used to represent an object as a black
box, i.e. without its children elements. Its corresponding
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inverse function is the decomposition function.

Definition 4 (Decomposition). Let M be a Model higraph.
Let  be a model node.

Let y; be model nodes such that y; € p(x).

The decomposition function fz.. maps a single element x
to a set of elements y;.

fdec : M — M such that fdec(:v) =T, Y155 Ylp(a)]-

This function is used to represent an object as a glass box,
i.e. with its children elements.

IV. COMPLEXITY AND ENTROPY
A. Shanon Entropy

Statistical theory of information, as developed by Shannon
[14], is an answer to the question: given a set of messages m;
each of which occurs with probability p;, what is the amount
of information they convey. The first step is the determine
the amount of information provided by a single message m;,
which is:

I(m;) = —logy p;

Definition 5 (Shannon’s entropy). Let then X be a set of
discrete random variables with values x1, xs, ..., z, with x;
having probability p;, (1 < ¢ < n) Shannon’s entropy H is
defined as:

H(X)=—) pilog,p;
=1

Consider a set S containing Ng states. We can split S
into k independent subsets such that (Figure 2):
S =U"rS;, S #0,Viand N = 1| Ng,
The probability of a to S; is:
pi =p(z € S;) = Ns,/Ns
The complexity of this system is thus:

state = belonging

k k
H(S)= - pilog,pi = — Y Ns,/Nslogy(Ns,/Ns)
i=1 =

i=1

Fig. 2. Decomposing a set [15]

By changing the perspective from working with a large
set S of Ng individual states (x) to a collection of subsets
containing a smaller number Ng, of states (x € 5;), the
whole set complexity has been replaced with the probability
weighted sum of the complexity found within each subset.
This is a very powerful principle in design: a complex
problem is decomposed into a set of smaller problems with
smaller complexity. Besides, the global complexity is the
same. Thus, we have:
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However, if the subsets S; are not independent, we get:
H(S) =Y H(S:)+ > H(Si|S;)
i i,

B. Higraph Entropy

We use Shannon’s entropy as an indicator of the complex-
ity. We get the entropy of the model higraph M as follows:

H=Hp+Hg+ H,+ Hy

To evaluate the complexity of a higraph M, it is consequently
necessary to get the complexity get each term separately.

[ HBZ
Hp = H(B) = —log(1/|B|) = log |B]|
[ HEZ

Hyy = H(E) = —2log(1/|E|) = 2log | |

It takes into account the head and the tail of the edge.
o« H p-

H, relates to the number of hierarchical relationships
between the elements of the model N. Multiple
locations of an element, i.e. an element has several
parents, are taken into account.

N=3" |p)

zeM

It is obvious that if there is no hierarchy, N = |B], i.e.
the diagram contains all the elements at the same level.

H, = —2log(1/N) = 2log N, (because of parent and
child)

H, = 2log N = 21og(}_ |p(a)))
zEB

. HHZ

Hy = H(My), where My is the Type Higraph
associated to the higraph M.

We have:
H(Mn) = H(Buy) +H(Enyg )+ Hp(M) + Hy (M)

where

- H(Buy) = log| By

- H(EMH) =0

- Hy(Mmu) = 2log(}_ car, lo(2)])
- HH(MH) =0

H (M) = log |Bagy, | +21log( ) |p(@)])
x€ My
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Thus, we get the entropy of the model higraph as follows:

H=Hp+ Hg+ H,+ Hq

ie:

H =log|B| + 2log |E| + 210g(3_,ep |p(7)])
+10g [Basy | + 2108(3 e py [0(2)])

The objective is to decrease the entropy H while modeling
a system.

V. EXAMPLE

In this paper, we take the following example: an ATM
machine. A detailed view of the attributes and functions for
the hardware and software is shown (Figure 3). An ATM is
of type System. It can contain elements of types Hardware
or Software. Hardware may then contain elements of
types Functions, Physical Attributes and Logical Attributes.
Software may contain elements of types Attributes and
Functions.

ATM

ATM Hardware
T
Physical Attributes 1 Logical Attributes
1
‘ Height Depth ‘ ; Power
' i
: Consumption
'
‘ Width ‘ ‘ Weight ‘ :
1
|
'
Power Physical |
Connector Connector :
'
Functions
Turn On ‘ ‘ Turn Off ‘
ATM Software
Attributes ;
Memory Usage Disk Space Usage
Functions
Execute Program

Fig. 3. Detailed system breakdown for an ATM Machine [16]

We now apply the aggregation transformation and obtain
a top-level higraph representation for an ATM system
structure composed of hardware and software (Figure 4).

We finally apply the generalization transformation and
get the corresponding type higraph (Figure 5).

The entropy of the type higraph My is:
H (M) = log [ M| + 2108(3_, ¢ pryy [0(2)])
H(My) =log7+ 2logh =log 175

The entropy H of the model M is

H(M)=Hp+ Hg+ H, + Hn
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ATM

ATM Hardware

ATM Software

Fig. 4. Top-level higraph representation for an ATM Machine [16]

System

Hardware

Physical Attributes

Logical Attributes

Functions

Software

Attributes

Functions

Fig. 5. Type higraph for a System

. HB:

Elements are: ATM Hardware, ATM Software, Height,
Depth, Width, Weight, Power Consumption, Physical
Connector, Power Connector, Turn On, Turn Off, Mem-
ory Usage, Disk Space Usage, Execute Program.

Hp =log|B| =log14
[ HEI

There are no edges in the higraph. Therefore, we have:

Hrp=0
. HMp:
H, = 210g(z |p(z)| = 2log 12
xeM
] HMn:

As previously calculated, we have:

IMECS 2017



Hp =log 56

VI. CONCLUSION

Shannon’s information entropy can be used as an
indicator of complexity. Its value depends on the amount of
details, elements and relationships between them, as well
as the number of hierarchy levels. As shown, according
to Shannon’s information entropy, smaller sets mean less
complexity. The choice of aggregation allows to deal with
subsets separately to handle this complexity.

Handling complexity has impacts on the design whether
it is cost, effort, planning or safety. However, the fact
that there is little literature is mainly due to the fact that
system architects use their intuition to measure and handle
complexity. For models that are easily glanced at, they are
able to measure if they are excessively complex or not [9].
For large models, complexity measure is useful to identify
the most complex subsystems, since they are the ones that
need the most attention due to their expected impact on
the overall design. Many studies show that less complex
systems are more likely to be more successful from a
business point of view.

Proposed transformations enable to handle complexity of
a higraph model, on one hand, by obtaining the associated
type higraph and, on the other hand, by generating
aggregated views that are more useful within human mind
limitations. However, the way to organize elements at each
level remains a challenge. In fact, too many levels with too
few elements at each level would keep the same complexity
but would be irrelevant: intricacy, i.e. amount of information
per element, needs to be taken into consideration.[17]
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