
 

  
Abstract— Business processes link resources, organisational 

units, activities and process instances such as customer orders 
within a company. To evaluate the performance of a company 
thus requires an in-depth understanding of the business 
processes. Three prominent methodologies to assess the 
performance of the processes exist thus far. Each uses a different 
angle, where in this paper we present a novel methodology that 
combines these three approaches at the process level: Data 
Envelopment Analysis (DEA), Process Mining and Business 
Process Simulation (BPS). The core unit of analysis is the 
process instance. First, DEA is used to measure the technical 
efficiency at the process level by comparing input use for given 
output levels. If inefficiencies are detected, the roots of 
inefficiency in activities have to be located in the process model 
that is discovered by process mining. To overcome these 
identified inefficiencies BPS is applied to analyse potential 
changes in the process to improve efficiency. Finally, the results 
of the simulation will again be analysed with the DEA and 
compared to the initial values. Hence, the combination of DEA, 
Process Mining and BPS seems a promising approach for 
analysing and improving process efficiency. We demonstrate the 
capabilities of our approach at the example of livestock 
breeding. 
 

Index Terms— Data Envelopment Analysis (DEA), Business 
Process Simulation (BPS), Process Mining (PM), Efficiency, 
livestock breeding 
 

I. INTRODUCTION 
ERFORMANCE management of operations is a major 
topic for organisations to stay competitive [1]. Processes 

have to be improved systematically to ensure continuous 
efficiency improvements in a dynamic environment [2]. This 
requires information about the performance of operations at 
the processes level, and to exploite options to improve the 
performance [3].  

Several approaches exist that aim at analysing the 
performance of processes by process mining (PM), Data 
Envelopment Analysis (DEA) and business process 
simulation (BPS). PM allows one to build a model of an event 
log containing instances of a process [4], DEA focusses on 
detecting the efficiency of the instances in a process [5] and 
BPS facilitates the simulation how the model can be 
improved to generate instances with a higher efficiency [6]. 
However, so far no combination of these three methods on a 
process level is available, although prior work connects DEA 
and BPS [7] as well as PM and BPS [e.g. 8]. We argue that 
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the combination offers major benefits in terms of efficiency. 
Here we a new methodology and show how these three 
methods can be combined to improve business performance.  

The remainder of the paper is organised as follows: First a 
short introduction to the methods PM, DEA and BPS is given 
(Section 2). Afterwards, existing literature dealing with a 
combination of these methods will be reviewed (Section 3). 
The newly proposed methodology combining PM, DEA and 
BPS is then presented in the following (Section 4). The 
methodology is then demonstrated in Section 5 using an 
example from livestock production, here fish fattening. 
Finally, a short summary and an outlook on further steps are 
provided (Section 6). 

II. THEORETICAL FOUNDATION 
The dimensions to measure performance of processes can 

be described by productivity, efficiency and effectiveness. 
The distinction between these three dimensions is as follows 
[9-11]: 

• Productivity is a descriptive measure and defined as the 
relation of an output to an input. It has no meaning 
without a comparison to another input-output-relation. 
Thus at least two values are needed to evaluate 
productivity. 

• Efficiency is a normative measure of input-output-
relations. That is, observed values are compared to a 
maximum that can be achieved (either input- or output-
oriented). The maximum is on the efficient frontier, 
which can be estimated or be determined by other input-
output ratios (DEA, benchmarking). 

• Effectiveness is also a normative measure that reflects 
whether within the process the intended output is 
produced, irrespective of the current efficiency level.  

 
We focus on technical efficiency in a non-parametric 

manner by using DEA. Observed input-output-relations are 
compared with a best possible solution for a relation [12]. 
While PM gathers the underlying process model in this regard 
of efficiency, BPS focusses on delivering to-be values of 
parameters that can be used to calculate technical efficiency 
scores. 

A. Process Mining 
The method of process mining aims at analysing 

timestamps that contain information of process execution [4]. 
Starting point are instances of the process (e.g. customers, 
objects or animals) for which it is documented when which 
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activities have been executed by whom [13]. It is important 
that every instance has an unambiguous identification number 
(ID) that allows one to assign activities to an ID [14]. 
Elements of a timestamp are (1) a continuous number, (2) an 
ID, (3) the executed activity, (4) the time stamp of the 
beginning (date, time), (5) the end and (6) the executing 
resource. An instance can thus be described from a process 
perspective as a sequence of timestamps (event log). 

Such timestamps are typically recorded automatically by 
process-oriented information systems but can also manually 
[15]. The decisive characteristic of such a documentation is 
that information is assigned unambiguously to IDs of 
instances throughout the whole process [16]. Each time an 
activity is executed (event) a timestamp will be stored either 
automatically by a system or manually by an employee. 
Using these timestamps, tools of process mining can be used 
to discover a process model, to check the conformance of the 
model with the process execution data and to extend existing 
models [17].  

B. Data Envelopment Analysis 
DEA is a non-parametric efficiency measurement method 

[5]. It is typically used when the production function is 
unknown and data is not normally distributed [18]. The 
method detects the best possible input-output-relations in the 
given dataset in order to create a best practice frontier. 
Several inputs and outputs can be compared simultaneously. 
For each Decision Making Unit (DMU, which reflects an 
input-output-combination) the distance to this best practice 
frontier is calculated. This distance equals the efficiency 
score in comparison to the best possible input-output-relation 
[19]. DEA can be applied on several levels of an organisation 
using the organisation itself as a DMU, organisational units 
and processes. On the level of processes, instances are 
analysed which is the same object to be used by PM and BPS.  

C. Business Process Simulation 
BPS uses models that reflect relevant characteristics of a 

process in reality to the best possible extent. Such models 
allow one to test process changes that cannot be observed in 
reality for several reasons [6]. Models of business processes 
can be static, partially dynamic and consider stochastic 
influences while executing activities or fully dynamic where 
stochastic influences on incoming instances are considered 
causing a dynamic relation while executing activities) [20]. 
The model of a process forms the basic structure of a 
simulation model, which is then enriched with information 
about the available number of employees, their working times 
and costs as well as machines [21].  

III. RELATED WORK 
Besides variations of the methods PM, DEA and BPS, not 

much work with the aim to connect these methods is 
available. One strand of literature describes the joint 
application of DEA and BPS, either focussing on BPS to 
generate data for conducting a DEA analysis [22, 23] or 
describing the connection of both at the company level [24]. 
No approach that describes the integration of DEA and BPS 
in one methodology at the process level has been reported [7]. 
Here, a stepwise procedure is proposed that requires a 
definition of input and output variables as well as potential 
changes of the chosen process. This is followed by an initial 
efficiency measurement using DEA. The potential changes 
are then simulated and the respective results are compared 

with DEA measures to determine the best solution. This 
procedure of simulating with BPS and evaluating the results 
with DEA can be repeated multiple times to determine the 
best possible combination of process improvements. 

Another type of methodologies targets at the combination 
of PM and BPS. Event logs are mined to generate a process 
model then enriched by further information to allow for 
simulations of the process itself. Some approaches focus 
more on the technical perspective of connecting both 
methods. For instance describe Rozinat et al. [25, 26] the 
technical implementation of such a combination within two 
tools (ProM and CPN). This covers how a process model is 
built and can be transformed into a simulation model using 
further information from the event logs. Maruster and van 
Beest [27] describe a similar procedure at the example of two 
case studies while Liu, Zhang, Li and Jiao [28] focus on how 
event-based representations for simulation models can be 
extracted from event logs. Leyer and Moormann [8], 
however, go one step further and integrate concepts for 
operational control, resource availabilities, process cost and 
customer integration.  

Prior work, however, does investigate the connection of 
PM and DEA as well as the integration of PM, DEA and BPS 
so far. Our newly proposed methodology exactly closes this 
gap. This integrative approach is described in the next 
section. 

IV. METHODOLOGY 
According to Bussmann, Jennings and Woolridge [29], a 

methodology must be composed of: 
• An (optional) definition of the problem space,  
• a set of models that represent different aspects of the 

problem, domain or the solution at different stages,  
• a set of methods that transform instances of one model 

into another model, and 
• a set of procedural guidelines which define an order for 

the systematic application of the methodological steps. 

A. Problem Space 
Applying this procedure to the given context, we start with 

the definition of the problem space. We target at the level of 
business processes with the aim of improving technical 
efficiency of the processes. The problem to be addressed is 
thus easiness of conducting such analyses. This covers 
gathering the data, measuring efficiency and conducting 
improvements. Each step should be supported in the best 
possible way to ensure that an analysis takes not much time 
and produces accurate results. 

B. Solution models and methods 
Relevant models in this domain covering the different parts 

of the problem relate to process model building, process 
efficiency evaluation and what-if analyses regarding changes. 
These three parts of the problem space, however, can 
generally be covered with different methods. For each of the 
three stages, one of the three methods PM, DEA and BPS 
provides a solution (Figure 1). 
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Fig. 1: Application areas of PM, DEA and BPS on process level 

 
PM allows one to gather process execution data from event 

logs and to construct a process model. DEA can then be used 
to determine the performance of the process and BPS 
addresses the modelling and evaluation of potential changes. 
The process model derived with PM is directly used as basis 
for constructing a simulation model that is enriched with 
additional data from the event logs. To conduct this 
conversion the method from [8] is adopted. The outcome 
variables of the simulation model are then the input for 
conducting the DEA analyses beyond the as-is situation. 

C. Procedural guideline 
The three methods are connected within the proposed 

methodology, i.e. the procedural guideline, as follows: First, 
(Phase 1) the process model is set up to cover the relevant 
steps that will be included in the process model and then 
evaluated in subsequent steps. Process mining starts with 
analyzing event logs of the process and discovers the process 
model.  

Second, for this process, input and output variables have to 
be defined. The variables can either be input- or output-
oriented, but have to cover the relevant variables of interest 
in terms of the process efficiency. Figure 2 summarizes the 
phases of the methodology. This phase further includes the 
definition of possible changes of the discovered process 
model with the aim to improve the process efficiency. These 
changes have to account for the information on how the 
process model will be affected. 

Third, the defined input and output variables of the process 
are used to perform a DEA analysis of the as-is process. The 
observed data from the process have to be extended by one 
artificial DMU that reflects a perfect input-output-
combination. This allows one to compare the results from 
each DEA analysis conducted in the following phases with 
the as-is results. Afterwards, the process model is 
implemented in a simulation model as described in [8]. This 
model is verified and then used to simulate the possible 
changes. The results have to be recorded in terms of the 
defined input and output variables. These variables can then 
be used to calculate DEA scores again and to compare these 
with the as-is situation. To compare the results statistically, a 
standard analysis of variance (ANOVA) can be used. Finally, 

the best solution in terms of efficiency increase can be 
identified. 

Fourth, the previous phase/step is repeated by 
implementing the remaining possible changes in addition to 
the identified best solution. DEA scores are re-calculated and 
the best solution in this phase is identified if it increases the 
previously achieved efficiency score.  

Finally, the described procedure is repeated until no further 
possible changes can be added or if there is no additional 
increase in efficiency. Results can always be compared to the 
as-is situation. 

 

 
Fig. 2: Schematic model for the combination of PM, DEA  

and BPS on the process level 

V. SAMPLE APPLICATION OF THE METHODOLOGY IN A 
LIVESTOCK ENVIRONMENT 

A. General description 
Production processes in the agricultural livestock 

environment can be described by several cornerstones that 
differ from traditional production or service systems. First, 
there is no consideration of cycle time to be minimized from 
a process perspective. Animals have natural feeding and 
growing cycles that cannot be shortened by improving the 
process. Second, data stems from the herd as well as from the 
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general maintenance surrounding the herd. The second type 
of activities occurs independently from individual activities 
of animals within the herd. Still, general maintenance is part 
of the growing process of animals. Third, there are two types 
of livestock production processes. Breeding starts 
continuously, i.e. animals enter and leave the herd at 
individual points in time. With fattening, all animals start at 
the same time and are also leaving the process all at once.  

Regarding input and output, typically the number of DMUs 
declines over the production process, i.e. some animals die in 
between. The level of analysis is on animals as well as general 
activities that are not carried out for a specific animal. As 
such, the variables being used emerge from the process (time 
stamps) as well as from fixed conditions (ccontinuously 
running equipment). 

B. Case data 
In our exemplary application, we focus on fish fattening. 

Using experimental data, we observe three types of fattening 
intensity: (1) Intensive (I): 140 fish by tank; (2) Semi-
intensive (SI): 70 fish by tank; (3) Extensive (E): 35 fish by 
tank. Three fish tanks for each intensity level allow us to 
compare intensity levels and provide sufficient data. The 
fattening period is 184 days and the production environment 
is similar to each type of intensity (all tanks are in the same 
fish glasshouse). We demonstrate the proposed methodology 
to improve efficiency by reducing the inputs such as water, 
feed and energy. 

C. Phase 1: Process model derived with process mining 
We gather time stamps over a time period of 6 months that 

covers the 184 day fattening period. The activities are the 
same for each type of intensity, thus, we present one process 
model (Figure 3). 

Fig. 3: Phase 1: Process model derived with process mining 
 
The model shows that the process starts with stocking fish 

into the water tanks and ends with the process of selling. In 
between there are repeated activities that happen 
continuously in a daily manner (e.g. feeding of fish), weeks 
(e.g. adding new water) or monthly (e.g. hygienic cleaning 
RAS). 

D. Phase 2: Application of DEA, as-is situation 
For the given process, we define five relevant inputs and 

one output (final fish weight) since the aim is to minimize the 
input. (see Table 1). 

 
 
 
 

TABLE I 
INPUT AND OUTPUT OF FISH FATTENING 

Inputs (per fish) Output (per fish) 

Initial weight Weight 
Average amount of feeding 
Average working time 
Power supply 
Water supply 

 
In addition, we define three potential changes of the 

process and analyse the following scenarios: 
• Scenario 1: It would be possible to completely automate 

the feeding. Thus far, an employee fills the fodder in a 
machine that releases the fodder automatically over 
time. In this scenario, a door would be installed in the 
wall of the building that allows to directly filling in the 
fodder from the delivery truck. In addition, storage 
capacity would be constructed that connects the door 
and the machine for releasing the fodder. The cost for 
this scenario would be 10.000 €. As a result, the activity 
“Feeding of fish” would be eliminated in the process. 

• Scenario 2: In this scenario, taking the water probes 
would be automated, which is manually carried out in 
the as-is-situation. Indicators would be installed in the 
tanks to directly measure water nitrogen levels 
necessary to keep the fish environment in good 
conditions (survival rate). The cost for this option would 
be 5.000 € and the activity “Physical water variables” 
would be eliminated. 

• Scenario 3: Within this scenario, the aim would be to 
develop a better procedure to clean the water. This 
would result in a lower frequency of the cleaning of the 
tanks. The cost for this option would be 40.000 € as it 
includes some research and development. 

E. Phase 3: First comparison 
We conduct the first DEA analysis for the as-is situation. 

The results compared to the artificial best value are as follows 
for the three types of intensity: (1) Intensive: .3822; (2) Semi-
intensive: .3644 and (3) Extensive: .3202. All values are 
significantly higher. 

In the following, we build a simulation model that is based 
on the process model derived in phase 1. Information about 
working and waiting times are added. As fish fattening starts 
in an empty state, no warm-up period has to be considered. In 
addition, idle time optimisation is not in the focus as noted 
before. Figure 4 provides an overview on the simulation 
model. 

 

Fig. 4: Phase 3: Simulation model as-is process 
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The results are then calculated for each scenario resulting 
in the DEA scores reported in table 2.  

 
TABLE II 

DEA SCORES OF PHASE 3 

Types of intensity Scenario 1 Scenario 2 Scenario 3 

Intensive .4222 .3872 .4212 
Semi-intensive .4044 .3794 .3910 
Extensive .3602 .3352 .3438 

 
The results show that scenario 1 is dominant in terms of 

efficiency increase in each type of intensity. 

F. Phase 4: Second comparison 
In this phase, scenario 2 and 3 are implemented in the 

simulation model in addition to scenario 1. The comparison 
is repeated using the DEA scores. The results show that 
scenario 3 leads to an increase on top of scenario 1 in each 
type of intensity (Table 3). 

 
TABLE III 

DEA SCORES OF PHASE 4 

Types of intensity Scenario 2 Scenario 3 

Intensive .4272 .4612 
Semi-intensive .4094 .4310 
Extensive .3652 .3838 
 

G. Phase 5: Third comparison 
Lastly, scenario 2 is implemented on top of scenario 1 and 

3. The results of the DEA scores (Table 4) show, however, 
that there is still a small but non-significant increase of the 
efficiency scores possible. Thus, it would make sense to 
implement scenario 1 and 3 in the given exemplary process. 

 
TABLE IV 

DEA SCORES OF PHASE 5 

Types of intensity Scenario 2 

Intensive .4662 
Semi-intensive .4360 
Extensive .3888 

VI. CONCLUSION 
This article describes a new methodology for assessing 

process efficiency combining DEA, BPS and PM. Prior work 
was limited in describing the combination of DEA and BPS 
[e.g. 7] as well as BPS and PM [e.g. 8]. We not only combine 
all three methods from a conceptual perspective but also 
describe a methodology including a practical application 
procedure. 

In addition, we demonstrate the capability of the 
methodology at the example of a livestock setting. This is an 
application context that has rarely been chosen and provides 
the opportunity to explore new application areas beyond 
traditional production and service processes. While there are 
some similarities that allow an application of the 
methodology to these contexts as well, different conditions 
apply and should be considered. Thus, a limitation is that we 
describe one application setting with empirical date that could 
be extended by production and service settings in future 

work. Furthermore, we do not present an extended business 
case including the cost for initial investments over time. This 
should be addresses in future work as well. 

Regarding further extensions, future work should focus on 
the exploration of the connection between direct (focussing 
on individual animals) and indirect (focussing on 
maintenance around the herd) activities. Another interesting 
extension would the application of the methodology on the 
level of single animals. This would require tracking 
individual animals and using their data to detect individual 
differences in the herd in a better way. 
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