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Abstract----Image Segmentation with region growing 

technique, clustering neighbor’s pixels and similar seed points 

otherwise adaptive thresholding create fixed blocks and find 

appropriate threshold values. Using images from Berkeley 

Segmentation Dataset (BSDS) is BSDS300, including 300 

grayscale’s images and 300 color’s images, each of which has 

200 training images and 100 testing images. The results are 

average performance measurement of precision, recall and F-

Score each of which has 0.437, 0.665, 0.525 for region growing 

method and 0.30, 0.525, 0.73 for adaptive thresholding method. 

While using watershed techniques, we obtained following 

values:  0.258, 0.488, and 0.333. 

 

Index Terms—Segmentation, Region Growing, Adaptive 

Thresholding, Watershed. 

 

 

I INTRODUCTION 

        here are several methods which is offered in image  

        segmentation based on 1. Intensity Base; 2. Region 

Base; 3. Others (such as Watershed, Edge, Contour, Color) 

[1], [2]. 

Region Growing, a segmentation method based on a 

region which cluster neighbor’s pixel with has same seed 

point. For example, if the size of similarity of one or more 

adjacent pixels is greater than the threshold, these pixels are 

equivalent. They also will be grouped together [3]. 
Grouping neighboring pixels continues until there are no 

same pixels. 

However, in this study, the growing region starts from the 

initial initialization of the region which is obtained from the 

binary segmentation so that the growing region process 

becomes faster in time complexity [4]. 

Adaptive thresholding is a method of Intensity Based 

segmentation that is considered as the best among other 

methods. It is also more popular because, in addition to 

modern or current, thresholding can be easily applied 

computationally faster in image enhancement [5], [6], [7]. 
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  However, the threshold obtained value is not always 

appropriate because there are factors from the image of 

noise, opacity, and ambiguity between classes (image 

overlapping). 

For this reason, this research is proposed with a new 

methodology that considers the parameters before executing 

the image. Adaptive thresholding is considered to find 

optimum results and processing time compared to global 

thresholding or local thresholding. 

 

 

II THEORETICAL BASIS 

A. Region Growing 

Region-based segmentation combines the connectivity 

steps between pixels to choose whether these pixels belong 

to the same region or not. In mathematics, region-based 

segmentation methods can be explained in a systematic way 

to divide the image I into n, S1, S2, · · ·, Sn, so as to 

emphasize the following properties:  

1. IS x

n

x  1
 

2. Sx which is connected region, x = 1,  

     2, · · ·, n. 

3.  Yx SS                        

4. P (Sx) = TRUE for x = 1, 2, · · ·, n. 

 

5. P (Sx ∪ Sy) = FALSE for any adjacent regions  

    Sx and Sy. 

 

P (Si) is a logical predicate which defines points in set Si, 

and ∅ is an empty set. 

Growing the region method is being started from the 

pixels. Moreover, it will grow the surrounding area if the 

resulting region continues to meet the criteria of 

homogeneity. The bottom-up approach to segmentation, 

which begins with individual pixels (also called 'seed') and 

produces a segmented area at the end of the process. The 

key factors in the growing region are as follows: 

a. The Choice of Similarity Criteria; 

b. The Selection of Seed Points;  

c. The Definition of a Stopping Rule. 

 

B. Adaptive Thresholding 

Adaptive Thresholding using the processing of pixel’s 

threshold blocks, one at a time. Block sizes are usually user-

specific, with two extreme conditions avoided i.e. too small 

blocks that may require a large amount of processing time to 

calculate, while large blocks can produce results that are not 
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much better than those obtained with global thresholding. In 

Matlab, a blkproc function is used for block processing 

technique. 

 

C. Watershed 

The watershed transformation is a morphologic-based 

transformation function for image segmentation. The use of 

watershed is recognized as a powerful method because it has 

the advantage of speed and simplicity [8].  

The output of the watershed transformation is a partition 

of an image consisting of a region (set of pixels connected to 

a local minimum) and watershed pixels. Typically, the result 

of the watershed transformation in gradient image without 

additional process is the over-segmented image. In order to 

solve this problem we, usually reduce the minimal local 

value that is filtered using the original image or gradient 

function (image filtered) or can also do by using a marker. 

As additional, the problem of over-segmentation can be 

solved by correcting some images after the process such as 

combining the neighboring region [9]. 

 

III METHODS 

A. Region Growing 

Region Growing is a procedure how to classify the pixels 

or sub-region into a larger region based on pre-determined 

criteria for growth thus it called region growing. It begins 

with individual pixels (also called 'seed' or seed), the 

bottom-up approach to segmentation and produces a 

segmented area at the end of the process. 

 

 
Fig. 1.  (a) pixel ‘seed’; (b) the first iteration; 

(c) the final iteration  

 

The iteration process to expand the region will take place 

as long as the outer pixels included into the pixel 

connectivity of the region are not aligned to the above two 

criteria again. Regional Growing Algorithm: 

Let c(a,b) be the input image 

Define a set of regions S1, S2, ..., Sn, each consisting of a 

single seed pixel 

repeat 

for x = 1 to n do 

for each pixel p at the border of Sx do 

for all neighbors of p do 

Let (a,b) be the neighbor’s coordinates 

Let Mx be the mean gray level of pixels in Sx 

if the neighbor is unassigned and 

|f(a,b) - Mx| <= Delta then 

Add neighbor to Rx 

Update Mx 

end if 

end for 

end for 

end for 

 
until no more pixels can be assigned to regions. 

 

B. Adaptive Thresholding  

The value of T (a, b) is a thresholding that satisfies: 

 

                      
                      

 

 

With c (a, b) being the input image as pixel intensity at (a, 

b) and c (a, b) ∈ [0.1]. If the value of T (a, b) is given 

equally for all image inputs, this process is called global 

thresholding, but if the value of T (a, b) is given differently 

depending on the value of the statistical parameter around (a, 

b), this process is called Adaptive Thresholding (Local 

Thresholding). 

The general form of Adaptive Thresholding has a 

threshold value that will adapt to local variances. The usual 

technique is to create blocks which mean that fixed-size 

blocks are made in the image and then for each block is 

searched for the appropriate threshold value. So, the 

threshold for each block can be various. The Niblack and 

Sauvola techniques use statistic mean and standard deviation 

so that it is called the variant method. 

Suppose the local mean m (a, b) and the standard 

deviation δ (a, b) on the block       and 
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called Singh technique [10]. 

 

It looks very different from the global thresholding which 

implements one threshold value for each pixel in the image 

so that adaptive thresholding is slow the process but it is 

very able to be adaptep. It aims to spot the illumination and 

convergent changes either on uniform illumination (uniform) 

or not [10]. 

 

C. Watershed 

The Watershed algorithm in [11] represents the watershed 

transformation applied to the image segmentation. First, 

define the basic tools for watershed transformation. Second, 

the transformation was made by implementing the flooding 

process on the gray-tone image. Then, use the result of the 

transformation for the segmentation result. The application 

of watershed transformation is done to the gradient image. 

The main advantage of using watershed method is to 

separate region and pixel into the two-step segmentation 

process. 

1. Input training image and test image then convert it into 

a grayscale image. 

2. Using magnitude gradient as the function of 

segmentation. 

3. Marking the foreground object. 

4. Counting the background markers. 

5. Calculate the watershed transformation of the 

segmentation function. 
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6. Visualize the results. 

 

D. Dataset and Benchmark Algorithm 

The BSDS300 dataset consists of 200 images for training 

and 100 images for testing. Examples of BSDS300 images 

are shown in Figure 2. There are 3 sample images and 

segmentation results from 3 different humans. This dataset 

is used to build new detection algorithms and benchmarks. 

Figures 2 and 3 are evaluated by some contour detection in 

(Fig. 2) and image segmentation in (Fig. 3). 

 

 

 
Fig. 2.  Berkeley Segmentation Dataset [12], three sample 

images and segmentation results. 

 

 

The best approach is based on the order of values F, 

recallprecision

recallprecision
F






2
  (1) 

 

Obtained contour gBp detection [13] is better than 

algorithm [14], [15], [16], [17], [18], [19], [20], [21], [22], 

[23], [24], [25], [26] 

 

 
Fig. 3.  Contour Evaluation on BSDS300 [27] 

 

Segmentation evaluation results obtained by gPb-owt-

ucm algorithm [28] resulted in a better segmentation region 

than the method [29], [30], [31], [32], [33], [34], [35], [36]. 

 

 
Fig. 4.  Evaluation of Benchmark Algorithm 

Segmentation on BSDS 300 [27] 

 

 

 

IV. EXPERIMENT AND RESULT 

The BSDS300 dataset consisting of 300 grayscale images 

and 300 image colors (in this paper, we are using image 

colors). It includes 200 color training images and 100 color 

testing images (10 figure from each technique are 

represented in this paper as sample a result) which are using 

region growing, adaptive threshold and watershed 

techniques. Table 1, 2, 3 present an example of the original 

image comparison with the adaptive thresholding, region 

growing, and watershed histogram techniques of 10 

BSDS300 images and the histograms. 

In addition to the histogram, Precision-Recall and F-Score 

value calculations for Adaptive Thresholding and Region 

Growing techniques are presented in the ROC (Receiver 

operating characteristic) curve fig. 5-7.  

Precision is a true boundary pixel, which is the 

probability that a pixel is generated from a true process 

whereas the recall represents a chance that a pixel boundary 

is detected correctly. F-score is calculated using equation 

(1). Figure 5-7 shows the results of calculations from 

Precision-Recall and F-Score on the segmentation presented 

in graphical form and the results of the calculations are 

presented in Table IV. 
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Table I 

REGION GROWING METHOD’S RESULT 

No 

Berkeley’s Dataset using Region Growing 

Original 

Grayscale 

Region 

Growing 

Boundary 

Histogram 

Original 

Grayscale 

Histogram 

Region Growing 

1 

    

2 

    
3 

    
4 

    
5 

    
6 

    

7 

    

8 

    

*9 

  
  

*10 

 
  

 

* figure no 9 and 10 are image 11th and 12th which replace image 5th and 6th cause both 

images take long to respond 

 

Table II 

ADAPTIVE THRESHOLDING METHOD’S RESULT 

C=0.03 

N

o 

Berkeley’ Datasets using Adaptive Thresholding 

Original 

Grayscale 

Adaptive 
Thresholding 

Boundary 

Histogram 

Original 

Grayscale 

Histogram 

Adaptive 
Thresholding 

1 

    
2 

    

3 

    
4 

    
5 

    
6 

    

7 

    
8 

    
9 

    
1

0 
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Table III 

WATERSHED METHOD’S RESULT 

N

o 
Berkeley’ Datasets using Watershed 

 

Original 

Watershe

d 

Boundary 

Histogram 

Original 

Grayscale 

Histogram 

Watershed 
Thresholding 

1 

    
2 

    
3 

    

4 

    
5 

    
6 

    

7 

    
8 

    
9 

    
1

0 

    
 

 

 
Fig. 5.  ROC Precision’s curve of Region Growing, 

Adaptive Thresholding, and Watershed 

 

 
Fig. 6.  ROC Recall’s curve of Region Growing, Adaptive 

Thresholding, and Watershed 

 
 

Figure 7. ROC F-Score’s curve of Region Growing, 

Adaptive Thresholding, and Watershed 

 

 

Table IV 

ANALYSIS OF ADAPTIVE THRESHOLDING 

REGION GROWING SEGMENTATION BASED ON 

ROC (RECEIVER OPERATING CHARACTERISTIC) 
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Mean Squared Error is used to compare image before and 

after segmentation by calculating the mean of the error 

square between the original image and the image of the 

processing. The smaller the Mean Squared Error, the closer 

the fit to segmentation result for determining the best 

segmentation. The mean-squared error (MSE) between two 

images f(x,y) and f’(x,y) is: 

 

 









1

0

1

0

2),(),('
1 A

x

B

y

MSE yxfyxf
AB

e  

 

Root Mean Squared Error is another quality measurement 

of an image to measure residual of an image from Mean 

Squared Error. 
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Two of image quality measurement for 300 images from 

BSDS300 is represented in Table V.  

 

Table V 

PARAMETER DATA 

 

 

V ANALYSIS 

From the experimental results of using boundary in 

Matlab, adaptive thresholding segmentation shows 

segmentation based on light intensity or in other words it 

cannot be used optimally for the introduction between 

background and foreground (object) because it does not 

meet satisfactory result but it is very fast computation 

processing. While the growing region shows segmentation 

the surrounding pixel (neighbor) is still inhomogeneity 

criterion so that its result is enough to do background and 

foreground introduction. Unfortunately, it is very long 

computation processing. Images number 5 can not be 

displayed because of obstacles in computing that takes a 

very long time. Repetition continues to occur on the 

identification of neighboring pixels. Watershed shows that 

segmentation’s result as region and boundary (analogous to 

ridge line) of image and cannot take the object of image 

(there’s no clear enough to see foreground and background). 

 

 

VI CONCLUSION 

The research is done by soft computing algorithm which 

is used is an existing algorithm. It takes the conclusion that 

the method used adaptive threshold has no faster processing 

time. Unfortunately, the result must be optimized. The 

Region lacks the processing, but we can see better results 

from adaptive. Watershed has good segmentation and run 

time but it can not perfectly handle the detail object. 
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