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Abstract—In this paper we study the problem of delay
dependent exponential stability criteria for certain nonlinear
neutral differential equation with discrete and distributed time-
varying delays. By using Lyapunov-krasovskii functional (LKF),
model transformation, Leiniz-Newton formula and utilization of
zero equation with guarantee exponentially stable of the neutral
equation, the exponential stability criterion is in the form of
linear matrix inequality (LMI). The numerical examples are
given to illustrate the present result.

Index Terms—exponential stability, neutral equation, linear
matrix inequality, discrete time-varying delays

I. INTRODUCTION

THE neutral differential equation is in the form

d

dt
[x(t) + px(t− τ(t))] = −ax(t) + b tanhx(t− σ(t)),

t ≥ 0, (1)

where a, b are positive real constants and |p| < 1. τ(t) and
σ(t) are neutral and discrete time-varying delays respectively,

0 ≤ τ(t) ≤ τ2, τ̇(t) < τd,

0 ≤ σ(t) ≤ σ2, σ̇(t) < σd,

where τ, σ, τd and σd are given positive real constants. For
each solution x(t) of (1), we assume the initial condition

x0(t) = ϕ(t), t ∈ [−r, 0],

where ϕ ∈ C([−r, 0];R).
Time-delay was discovered in many real-world engi-

neering systems either in the state, the control input, or the
measurements. Delays are more concerned with challenging
areas of communication and information technologies: in
the stabilization of networked controlled systems and in the
high-speed communication network. Time-delay is an origin
of instability. However, the attendance of delay can have a
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stabilizing effect on some systems. The stability analysis of
time-delay systems (TDSs) is the importance of theoretical
and practical.

Neutral differential equation was discovered in scientific
and engineering field such as aircraft, chemical and process
control system, biological system [6],[13],[16]. Therefore,
many researchers have focused on the stability analysis of
neutral differential equation. The asymptotic stability of the
neutral differential equation with constant delay have been
discussed in [1],[3]-[5],[9],[10],[17]-[21] and the exponential
stability of neutral differential equation with time-varying
delay have been discussed in [2],[3],[14],[15]. It is well
know on the problem of stability for delay system that can
be divided into two categories, namely delay-independent
stability criteria and delay-dependent stability criteria. Since,
the former are more conservative than the letter when the
delay is small. Thus, much attention has been paid to delay-
dependent stability criteria. Lyapunov stability method, the
Lyapunov function is powerful tool for stability analysis
of time delay systems. Delay dependent stability criteria
of these system are established in term of linear matrix
inequalities (LMIs).

In this research, we study the exponential stability of
the neutral differential equation with discrete time-varying
delays. By using Lyapunov-Krasovskii functional, model
transformation, Leibniz-Newton formula and utilization of
zero equation with guarantee exponential stable of the neutral
equation, the stability criterion is in the form of LMI. Finally,
numerical examples are presented to show the effectiveness
of the proposed criterion by comparing the upper bounds of
the delay σ(t) with other existing works.

Notation:
The following notations will be accounted in this paper:
R+ denotes the set of all non-negative real numbers, Rn

denotes the n-dimensional Euclidean space, Rn×r denotes
the set of (n × r) real matrices, C([−r, 0];R) denotes the
space of all continuous vector functions mapping [−r, 0] into
R, ∥x∥ denotes the Euclidean vector norm of x ∈ Rn, I
denotes the identity matrix.

II. PRELIMINARIES

Definition 1. [14] The equilibrium point x = 0 of the
equation (1) is exponentially stable if there exist positive
real constants K, λ such that

∥x(t)∥ ≤ Ke−λt sup
−r≤s≤0

∥x(s)∥ = Ke−λt∥x0∥,

where ∥xt∥s = sup−r≤s≤0 ∥x(t+ s)∥.
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Lemma 2. [8](Jensen’s Inequality) For any symmetric
positive definite matrix Q, positive real number h, and vector
function ẋ(t) : [−h, 0] → Rn such that the following integral
is well defined, then

−h

∫ 0

−h

ẋT (s+ t)Qẋ(s+ t)ds (2)

≤ −
(∫ 0

−h

ẋ(s+ t)ds
)T

Q
(∫ 0

−h

ẋ(s+ t)ds
)
.

Lemma 3. (Cauchy’s inequality) For any constant symmet-
ric positive definite matrix P ∈ Rn×n and a, b ∈ Rn,

±2aT b ≤ aTPa+ bTP−1b.

Lemma 4. [11],[12] (Peng - Park’s integral inequality)

For any matrix
[
Z S
∗ Z

]
≥ 0, positive scalars τ and τ(t)

satisfying 0 < τ(t) < τ , vector function ẋ[−τ, 0] → Rn

such that the concerned integrations are well defined, then

−τ

∫ t

t−τ

ẋT (s)Zẋ(s)ds ≤ ωT (t)⊖ ω(t)

where ω = [xT (t), xT (t− τ(t)), xT (t− τ)]

and ⊖ =

−Z Z − S S
∗ 2Z + S + ST Z − S
∗ ∗ −Z

 .

III. MAIN RESULTS

In this section, we analyze the exponential stability prob-
lem for the neutral differential equation (1) with time-varying
delays. From model transformation method, we have the
Leibniz-Newton formula in the form

0 = x(t)− x(t− τ(t))−
∫ t

t−τ(t)

ẋ(s)ds. (3)

By utilizing the zero equation, we obtain

0 = r1x(t)− r1x(t− τ(t))− r1

∫ t

t−τ(t)

ẋ(s)ds, (4)

0 = (1− r2)x(t)− (1− r2)x(t− τ(t))

− (1− r2)

∫ t

t−τ(t)

ẋ(s)ds, (5)

where r1, r2 ∈ R will be chosen to guarantee the exponential
stability of the equation (1). By (3)-(5) the equation (1) can
be formulated in the form

ẋ(t) =(r1 − a)x(t) + b tanhx(t− σ(t))

− (p+ τ̇(t)− r2τ̇(t))ẋ(t− τ(t))− r1x(t− τ(t))

− r1

∫ t

t−τ(t)

ẋ(s)ds. (6)

The exponential stability for the neutral differential equa-
tion with time-varying delays in equation (1) will be pre-
sented as follows.

Theorem 5. For given positive real constants τ2, τd, σ2 and
σd, equation (1) is exponential stable with a delay rate α > 0
if there exist positive real constants ki where i = 1, 2, . . . , 10
and real constants wk,mk where k = 1, 2, . . . , 6 such that

Ξ < 0, (7)

where Ξ = [Ω(i,j)],

Ω(1,1) = −2w2 + k4 + k5 + k8τ2τ2 − 2w6,

Ω(1,2) = −w1 + w2r1 − w2a+m1 − w6a,

Ω(1,3) = −w2r1 −m1,

Ω(1,4) = 0,

Ω(1,5) = −w2r1 − w5 −m1,

Ω(1,6) = w2b− w3 + w6b,

Ω(1,7) = −w2p− w4 − w6p,

Ω(1,8) = Ω(1,9) = Ω(1,10)Ω(1,11) = Ω(1,12) = 0,

Ω(2,2) = 2αk1 + 2k1r1 − 2k1a+ 2w1r1 − 2w1a+ k2

+ k3 + k6τ2τ2 + k7σ2σ2 − k8e
−2ατ2 + k9

+ k10σ2σ2 + 2m2,

Ω(2,3) = −k1r1 − w1r1 + k8e
−2ατ2 − s1−m2 +m3,

Ω(2,4) = s1,

Ω(2,5) = −k1r1 − w1r1 + w5r1 − aw5 −m2 +m4,

Ω(2,6) = k1b+ w1b+ w3r1 − w3a+m5,

Ω(2,7) = −k1p− w1p+ w4r1 − w4a,

Ω(2,8) = Ω(2,9) = Ω(2,10) = Ω(2,11) = 0,

Ω(2,12) = m6,

Ω(3,3) = −2k8e
−2ατ2 + 2s1 − 2m3,

Ω(3,4) = k8e
−2ατ2 − s1,

Ω(3,5) = −w5r1 −m3 −m4,

Ω(3,6) = −w3r1 −m5,

Ω(3,7) = −w4r1,

Ω(3,8) = Ω(3,9) = Ω(3,10) = Ω(3,11) = 0,

Ω(3,12) = −m6,

Ω(4,4) = −k2e
−2ατ2 − k8e

−2ατ2 ,

Ω(4,5) = Ω(4,6) = Ω(4,7) = Ω(4,8) = Ω(4,9) = Ω(4,10)

= Ω(4,11) = Ω(4,12) = 0,

Ω(5,5) = −2w5r1 − 2m4,

Ω(5,6) = −w3r1 + w5b−m5,

Ω(5,7) = −w4r1 − w5p,

Ω(5,8) = Ω(5,9) = Ω(5,10) = Ω(5,11) = 0,

Ω(5,12) = −m6,

Ω(6,6) = 2w3b− k9e
−2ασ2 + k9σd,

Ω(6,7) = −w3p+ w4b,

Ω(6,8) = Ω(6,9) = Ω(6,10) = Ω(6,11) = Ω(6,12) = 0,

Ω(7,7) = −2w4p+ τdk4 − k4e
−2ατ2 ,

Ω(7,8) = Ω(7,9) = Ω(7,10) = Ω(7,11) = Ω(7,12) = 0,

Ω(8,8) = −k3e
−2ασ2

Ω(8,9) = Ω(8,10) = Ω(8,11) = Ω(8,12) = 0,

Ω(9,9) = −k5e
−2ασ2 + σdk5,

Ω(9,10) = Ω(9,11) = Ω(9,12) = 0,

Ω(10,10) = −k6e
−2ατ2 ,

Ω(10,11) = Ω(10,12) = 0,

Ω(11,11) = −k7e
−2ασ2 ,

Ω(11,12) = 0,

Ω(12,12) = −k10e
−2ασ2
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Proof: Consider the Lyapunov-Krasovskii functional
candidates:

V (t, xt) =

6∑
i=1

Vi(t, xt),

where

V1(t, xt) = k1e
2αtx2(t),

V2(t, xt) = k2

∫ t

t−τ2

e2αsx2(s)ds+ k3

∫ t

t−σ2

e2αsx2(s)ds

+k4

∫ t

t−τ(t)

e2αsẋ2(s)ds

+k5

∫ t

t−σ(t)

e2αsẋ2(s)ds,

V3(t, xt) = k6τ2

∫ 0

−τ2

∫ t

t+θ

e2α(s−θ)x2(s)dsdθ

+k7σ2

∫ o

−σ2

∫ t

t+θ

e2α(s−θ)x2(s)dsdθ,

V4(t, xt) = k8τ2

∫ 0

−τ2

∫ t

t+θ

e2α(s−θ)ẋ2(s)dsdθ,

V5(t, xt) = k9

∫ t

t−σt

e2αs tanh2 x(s)ds

+k10σ2

∫ 0

−σ2

∫ t

t+θ

e2α(s−θ) tanh2 x(s)dsdθ,

V6(t, xt) = γe2αtx2(t),

where γ is a positive number that will be be determined later.
Calculating the time derivatives of V (t, xt) along the solution
of (6), we get

V̇ (t, xt) =

6∑
i=1

V̇i(t, xt), (8)

where

V̇1 = 2αk1e
2αtx2(t) + 2k1e

2αtx(t)ẋ(t)

= 2αk1e
2αtx2(t) + 2k1e

2αtx(t) [r1x(t)− ax(t)

−r1x(t− τ(t))− r1

∫ t

t−τ(t)

ẋ(s)ds+ b tanhx(t− σ(t))

−pẋ(t− τ(t)) + r2τ̇(t)ẋ(t− τ(t))]

+ 2w1e
2αtx(t) [r1x(t)− ax(t)− ẋ(t)− r1x(t− τ(t))

−r1

∫ t

t−τ(t)

ẋ(s)ds+ b tanhx(t− σ(t))

−pẋ(t− τ(t)) + r2τ̇(t)ẋ(t− τ(t))]

+ 2w2e
2αtẋ(t) [r1x(t)− ax(t)− ẋ(t)− r1x(t− τ(t))

−r1

∫ t

t−τ(t)

ẋ(s)ds+ b tanhx(t− σ(t))

−pẋ(t− τ(t)) + r2τ̇(t)ẋ(t− τ(t))]

+ 2w3e
2αt tanhx(t− σ(t)) [r1x(t)− ax(t)− ẋ(t)

−r1x(t− τ(t))− r1

∫ t

t−τ(t)

ẋ(s)ds+ b tanhx(t− σ(t))

−pẋ(t− τ(t)) + r2τ̇(t)ẋ(t− τ(t))]

+ 2w4e
2αtẋ(t− τ(t)) [r1x(t)− ax(t)− ẋ(t)

−r1x(t− τ(t))− r1

∫ t

t−τ(t)

ẋ(s)ds+ b tanhx(t− σ(t))

−pẋ(t− τ(t)) + r2τ̇(t)ẋ(t− τ(t))]

+ 2w5e
2αt

∫ t

t−τ(t)

ẋsds [r1x(t)− ax(t)− ẋ(t)

−r1x(t− τ(t))− r1

∫ t

t−τ(t)

ẋ(s)ds+ b tanhx(t− σ(t))

−pẋ(t− τ(t)) + r2τ̇(t)ẋ(t− τ(t))] (9)

V̇2 = k2

[
e2αtx2(t)− e2α(t−τ2)x2(t− τ2)

]
+ k3

[
e2αtx2(t)− e2α(t−σ2)x2(t− σ2)

]
+ k4

[
e2αtẋ2(t)−

(
e2α(t−τ(t))ẋ2(t− τ(t))

)
(1− τ̇(t))

]
+ k5

[
e2αtẋ2(t)−

(
e2α(t−σ(t))ẋ2(t− σ(t))

)
(1− σ̇(t))

]
.

Since τ(t) ≤ τ2, σ(t) ≤ σ2, τ̇(t) < τd and σ̇(t) < σd, we
have

V̇2 ≤ e2αt
[
k2x

2(t)− k2e
−2ατ2x2(t− τ2) + k3x

2(t)

−k3e
−2ασ2x2(t− σ2) + k4ẋ

2(t)− k4e
−2ατ2x2(t− τ(t))

+τdk4ẋ
2(t− τ(t)) + k5ẋ

2(t)− k5e
−2ασ2x2(t− σ(t))

+σdk5ẋ
2(t− σ(t))

]
(10)

V̇3 = k6τ2

[∫ 0

−τ2

e2α(t−θ)x2(t)dθ −
∫ 0

−τ2

e2αtx2(t+ θ)dθ

]
+ k7σ2

[∫ 0

−σ2

e2α(t−θ)x2(t)dθ −
∫ 0

−σ2

e2αtx2(t+ θ)dθ

]
.

By lemma 2, we get

V̇3 ≤ e2αt

[
k6τ

2
2 e

2ατ2x2(t)− k6

(∫ t

t−τ2

x2(s)ds

)2

+ k7σ
2
2e

2ασ2x2(t)− k7

(∫ t

t−σ2

x2(s)ds

)2
]

(11)

V̇4 = k8τ2

[∫ 0

−τ2

e2α(t−θ)ẋ2(t)dθ −
∫ 0

−τ2

e2αtẋ2(t+ θ)dθ

]
.

By lemma (4), we get

V̇4 ≤ e2αtk8τ
2
2 e

2ατ2 ẋ2(t)

+
[
x(t) x(t− τ(t)) x(t− τ2)

]−k8 k8 − s s
∗ −2k8 + 2s k8 − s
∗ ∗ −k8

 x(t)
x(t− τ(t))
x(t− τ2)

 (12)

V̇5 = k9e
2αt tanh2 x(t)− k9e

2α(t−σ(t) tanh2 x(t− σ(t))

+ k9σ̇(t)e
2αt tanh2 x(t− σ(t))

+ k10σ2

∫ 0

−σ2

e2α(t−θ) tanh2 x(t)dθ

− k10σ2

∫ 0

−σ2

e2αt tanh2 x(t+ θ)dθ.
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Since tanh2 x(t) ≤ x2(t) and using lemma (2), we get

V̇5 ≤ e2αt
[
k9x

2(t)− k9 − k9e
−2ασ(t) tanh2 x(t− σ(t))

+k9σd tanh
2 x(t− σ(t)) + k10σ

2
2e

2ασ2)x2(t)

−k10

(∫ t

t−σ2

tanh2 x(s)ds

)2
]
. (13)

From the Leibniz-Newton formula, we have

2

[
m1ẋ(t) +m2x(t) +m3x(t− τ(t)) +m4

∫ t

t−τ(t)

ẋ(s)ds

+m5 tanhx(t− σ(t)) +m6

∫ t

t−σ(t)

tanhx(s)ds

]
[
x(t)− x(t− τ(t))−

∫ t

t−τ(t)

ẋ(s)ds

]
. (14)

Combining equation (9)-(14), we have

V̇ ∗ =
5∑

i=1

Vi(t, xt) ≤ e2αtωT (t)Ξω(t),

where ω(t) = [ẋ(t), x(t), x(t− τ(t)), x(t− τ2),∫ t

t−τ(t)
ẋ(s)ds, tanhx(t− σ(t)), ẋ(t− τ(t)), x(t− σ2),

ẋ(t− σ2),
∫ t

t−τ2
x(s)ds,

∫ t

t−σ2
x(s)ds,

∫ t

t−σ2
tanhx(s)ds

]T
and Ξ is define in equation (7). Since Ξ < 0, we have V̇ ∗ ≤
e2αtωT (t)Ξω(t) < 0. Therefore, there is a positive number
λ such that

V̇ ∗ ≤ −λe2αt
(
||ẋ(t)||2 + ||x(t)||2

+||x(t− τ(t))||2 + ||x(t− τ2)||2

+||
∫ t

t−τ(t)

ẋ(s)ds||2 + || tanhx(t− σ(t))||2

+||ẋ(t− τ(t))||2 + ||x(t− σ2)||2

+||ẋ(t− σ2)||2 + ||
∫ t

t−τ2

x(s)ds||2

+||
∫ t

t−σ2

x(s)ds||2 + ||
∫ t

t−σ2

tanhx(s)ds||2
)

≤ −λe2αt||x(t)||2.

Taking the derivative of V6 along trajectory of equation (1)
and utilizing the Cauchy inequality (lemma 3), we have

V̇6 = 2γe2αt[x(t)ẋ(t) + αx2(t)]

= 2γe2αt [x(t)(−ax(t) + b tanhx(t− σ(t))

−pẋ(t− τ(t))) + αx2(t)
]

= 2γe2αt
[
−ax2(t) + bx(t) tanhx(t− σ(t))

−px(t)ẋ(t− τ(t)) + αx2(t)
]

≤ γe2αt
[
(−a+ 2α+ 2)x2(t) + b2 tanh2 x(t− σ(t))

+p2ẋ2(t− τ(t))
]

We chose

γ =


λ

2
min{ 1

b2
,
1

p2
}, if − 2a+ 2α+ 2 ≤ 0;

λ

2
min{ 1

−2a+ 2α+ 2
,
1

b2
,
1

p2
}, if otherwise.

We obtain V̇ (t) =
6∑

i=1

Vi(t, xt) ≤ −λ

2
e2αt||x(t)||2 < 0.

From the condition that V̇ (t) is negative definite and 0 ≤
τ(t) ≤ τ2, 0 ≤ σ(t) ≤ σ2, we have V (x(t)) ≤ V (x(0)), for
all t ≥ 0, with

V (x(0)) =

6∑
i=1

Vi(x(0))

= k1x
2(0) + k2

∫ 0

−τ2

e2αsx2(s)ds

+ k3

∫ 0

−σ2

e2αsx2(s)ds+ k4

∫ 0

−τ(0)

e2αsẋ2(s)ds

+ k5

∫ 0

−σ(0)

e2αsẋ2(s)ds

+ k6τ2

∫ 0

−τ2

∫ 0

θ

e2α(s−θ)x2(s)dsdθ

+ k7σ2

∫ 0

−σ2

∫ 0

θ

e2α(s−θ)x2(s)dsdθ

+ k8τ2

∫ 0

−τ2

∫ 0

θ

e2α(s−θ)ẋ2(s)dsdθ

+ k9

∫ 0

−σ0

e2αs tanh2 x(s)ds

+ k10σ2

∫ 0

−σ2

∫ t

θ

e2α(s−θ) tanh2 x(s)dsdθ

+ γx2(0)

≤ [k1 + k2τ2 + k3σ2 + k4τ2 + k5σ2 + k6
τ32
2

+ k7
σ3
2

2
+ k8

τ32
2

+ k9σ2 + k10
σ3
2

2
+ γ] max{||x0||2s, ||ẋ0||2s}
= ∆max{||x0||2s, ||ẋ0||2s},

where ∆ = k1 + k2τ2 + k3σ2 + k4τ2 + k5σ2 + k6
τ32
2

+ k7
σ3
2

2
+ k8

τ32
2

+ k9σ2 + k10
σ3
2

2
+ γ.

From γe2αtx(t) ≤ V (x(t)) ≤ ∆||x0||2s, we obtain

||x(t)|| ≤ Me−αt;M =

√
∆

γ
||x0||s.

This implies that the zero solution of equation (1) is
exponentially stable.

IV. NUMERICAL EXAMPLE

Example 6. Consider the following equation studied
in [3], [14] :

d

dt
[x(t) + 0.2x(t− τ(t))] = −0.6x(t)

+ 0.5 tanhx(t− σ(t)),

t ≥ 0,

when τ(t) =
sin2(t)

10
and σ2 = 0.2.

Solving our criterion (7), guaranteeing uniformly exponential
stability, when α = 0.0038 is given, allows the upper bound
of the delay σ(t) = 9.00. For exponential stability of this
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TABLE I
THE UPPER BOUND OF TIME DELAY σ(t) FOR EXAMPLE 6 .

Methods α = 0.0038 α = 0.028

[3] (2011) infeasible infeasible
[14] (2014) 7.5231 0.0321

Our result (7) 9.00 0.1850

TABLE II
THE UPPER BOUND OF TIME DELAY σ FOR EXAMPLE 7 .

Methods α = 0.0038

[2] (2012) 175.2890
[3] (2011) 1021 (No α)
[20] (2010) 1.9470
[14] (2014) 175.3540

Our result (7) 175.3543

example is listed in the comparison in table 1. We can see
that our results are much lass than conservative than [3], [14].

Example 7. Consider the following equation studied in
[2],[3],[20],[14] :

d

dt
[x(t) + 0.2x(t− 0.1] = −0.6x(t) + 0.3 tanhx(t− σ),

t ≥ 0,

Solving our criterion (7), guaranteeing uniformly exponential
stability, when α = 0.0038 is given, allows the upper bound
of the delay σ(t) = 175.3543. For exponential stability of
this example is listed in the comparison in table 2. We can
see that our results are much lass than conservative than other
existing work.

V. CONCLUSION

In this paper has improved delay-dependent exponential
stability for nonlinear neutral differential equations with dis-
crete time-varying delays. From information given above, it
seems that our delay-dependent sufficient conditions obtained
are much less conservative than some existing results. Two
numerical examples are given to demonstrate the power of
our result.
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