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Abstract—To achieve interference-less machine learning,
therefore avoiding the negative impact of excessive noise/outlier
on training and testing accuracy, we establish four fundamental
hypotheses for application in classification and forecasting tasks.
A spatial transformation, such as Density-Based Spatial Clus-
tering of Applications with Noise (DBSCAN), and a temporal
transformation, such as Empirical Mode Decomposition (EMD),
have shown the potential to form meaningful representations
of the data in classification and forecasting tasks respectively.
Using these hypotheses, the dataset is preprocessed to gen-
erate meta-information. This meta-information is utilized to
guide the model building stage and noise reduction is evident.
Several learning algorithms—for instance, the Constructive
Backpropagation (CBP) for classification and the long short-
term memory (LSTM) neural network for forecasting—have
been augmented and tested on real-world benchmark datasets
and our results reported in several research proceedings reveal
significant performance enhancement when conditions for these
hypotheses are satisfied. This paper presents an overview of the
techniques and potential areas of application.

Index Terms—meta-learning, interference, machine learning,
DBSCAN, EMD, classification, forecasting.

I. INTRODUCTION

THE popularity of machine learning has soared in the
last decade due to recent advancements in learning al-

gorithms and enabling hardware infrastructure. Even though
the performance of these algorithms are currently suitable for
real-world application in some areas such as computer vision,
natural language processing, and forecasting, these systems’
reliability depends on the quality of the data that is been
modelled. Therefore, the impact of noise and outliers within
the data can be detrimental to machine learning algorithm’s
accuracy and training time [1]. To mitigate the effect of
such interference present in the dataset, we propose a meta-
learning technique carried out at the preprocessing stage
which is independent on the machine learning algorithm
selected to model the data. Meta-learning is a branch of
machine learning that focuses on the automatic and flexible
learning of informative concepts or knowledge mined from
given data (or related data) in an efficient manner to improve
performance, whereby such system includes a process to
monitor the learning progress. The process involves extract-
ing inherent patterns and trends within the data to create
meta-information on how the data is structured and this
information is used to guide the learning algorithm as it
builds an appropriate model [2]. This meta-learning tech-
nique for interference reduction is extended for application
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in classification [3], [4] and forecasting tasks [5], [6]. The
following section details the fundamental hypotheses that
inspire this potential solution to noise/outlier interference,
and then the specific meta-learning processes with regards to
classification and forecasting are expounded. The discussion
section highlights the observations in this research and the
concluding section presents potential real-world applications.

II. FUNDAMENTAL HYPOTHESES

Our proposed method is established on four main hypothe-
ses:

• Cluster assumption for meta-learning.
• Recurrent trend patterns for meta-learning.
• Hierarchical learning of local and global clusters/trends.
• Meta-learning for noise identification and elimination.

A. Cluster assumption for meta-learning

The cluster assumption [7] is based on the hypothesis
that samples of the dataset with higher similarity should
be clustered with other neighbouring samples having similar
labels. If a group of unidentified patterns with high similarity
can be clustered in a region, the whole cluster can be assigned
with the identity of the closest labelled data. This form
of semi-supervised learning techniques has a number of
advantages such as:

1) Automatic labelling of a huge set of unlabelled data
which is usually the easiest type of data to collect. This
technique is also efficacious to unsupervised learning
problems.

2) Identification of new concepts from unanticipated clus-
ters (i.e. knowledge discovery which can contribute to
accurate learning) and anomalies such as data outliers
(which can cause learning interference and increase
error rate).

Most interference would occur within a single cluster
containing multiple class patterns thus leading to a longer
time needed for training and also some amount of unlearning
of useful discriminatory factors that could have been learnt
at an earlier epoch [8]. Therefore, by decomposing the
entire dataset into arbitrary-shaped clusters, based on the
structure of the classification dataset, we tag each training
sample via its meta-attribute in order to guide the machine
learning algorithm model building phase. The Density-Based
Spatial Clustering of Applications with Noise (DBSCAN)
[9] is utilized for clustering because of its ability to form
irregularly shaped clusters which is representative of how
real-world dataset clusters are shaped.
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Fig. 1. Meta-information generation work-flow.

B. Recurrent trend patterns for meta-learning

Identification of characteristic trends within complex time
series data is possible by means of common transformation
algorithms such as Empirical Mode Decomposition (EMD)
[10] and Fourier transform [11]. EMD results in a decom-
position of an original signal into several building-block
trends from high to low frequencies, called the intrinsic
mode functions, which can be summed up to reconstruct
the original signal. These derived structural primitive trends
contain repeating patterns that can be information bearing, or
on the other hand noise-inducing, but enables easier detection
of components necessary for improved prediction accuracy.
This approach offers the following advantages:

1) It enables the generation of meta-information so that
noise/interference inducing components can be elimi-
nated.

2) Meta-information is introduced into the learning pro-
cess as an exogenous input to guide the learning
process.

C. Hierarchical learning of local and global clusters/trends

As real-world information tends to be structured in a
hierarchy of concepts, it is intuitive to learn on small/simpler
clusters before tackling a complex encompassing cluster; or
as in time series, learning short-term patterns before long-
term trends. A related research has proposed an arbiter
meta-learning technique in which random subsets of the
training data are used to train several learning algorithm
models before integrating the solution to obtain a better or
at least equal predictive performance [12]. The technique in
[12] can be highly susceptible to randomization; therefore,
the previous two hypotheses can be applied to mitigate
this effect. This machine learning follows a hierarchically
structured manner and presents the following advantages:

1) Prevent interference between various class clusters that
lie relatively close to each other.

2) Learning a hierarchy of concepts especially in data
with taxonomy tree-like structure.

3) Provides a local and global view on the data being
modelled.

4) Allows learning of short-term and long-term trends
separately in order to avoid erosion of previously
learned patterns.

D. Meta-learning for noise identification and elimination

Meta-information is derived and introduced into the learn-
ing process based on the inherent structure/distribution of
pattern clusters or component signal trends within the data
to tackle the problem of interference and noise within input
attributes. Rather than simply recombining existing input at-
tributes, these meta-attributes are derived through supervised
or unsupervised techniques. In this research, a density-based
clustering and signal decomposition technique (for classifica-
tion and time series tasks respectively) are selected to derive
the meta-attributes which inform the machine learner about
inherent characteristics of each training sample and how it
relates to other samples.

III. META-INFORMATION

As mentioned, the process of meta-information genera-
tion involves decomposing the original data into structural
primitives to provide additional insight into the relationship
between classes, attributes and trends of the training set.
This principle is applied using different techniques for the
classification and forecasting tasks.

A. In classification

Real-world data categories or clusters are not necessarily
formed as definable geometric shapes in a spatial dimension.
From [13], it is stated that complexity reduction can be
achieved by recursive segmentation and learning of formed
clusters. Thus using hyperplanes or hypersphere [14] may
not be sufficient to define the irregularly shaped cluster
boundary. Conversely, a viable solution derived from hy-
perplanes or hypersphere can get very complex in order to
accurately characterize an arbitrarily shaped group of related
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Fig. 2. Hierarchical meta-learning using the Empirical Mode Decomposition [6]
.

data points. For classification tasks, the DBSCAN density-
based clustering technique is utilized for meta-information
generation. DBSCAN algorithm requires a radius and a
minimum number of points parameters to form clusters
within the data. The radius specifies a region which can be
identified as dense based on the number of points located
within this area, and the minimum number of points to
identify it as a dense region. DBSCAN designates either of
this labels to each instance/point in the data: core, border,
or noise point. A ’core’ label is assigned when there is at
least the minimum number of points within that radius. A
’border’ label is assigned if it does not have the minimum
number of data points around it but is within the radius
of at least one core point. Finally, a point can be labelled
as ’noise’ when there are no other points within its radius.
Also, a unique cluster-identifier is given to all points within
every formed cluster. This information about the intrinsic
structure of the data is appended with or substituted into the
input attributes and the model is trained (see Figure 1). A
meta-learning modified Constructive Backpropagation (CBP)
neural network is used in [3], [4] and performs better than the
traditional approach using the original CBP for classification
on several real-world datasets.

B. In forecasting

While other studies in forecasting have applied forward
search [15] and autoregressive integrated moving average-
noise [16], we utilize EMD to create building-block trends

by iteratively decomposing the time series data into several
components known as the intrinsic mode functions (IMF).
In the hierarchical structure for trend discovery, as shown in
Figure 2, the time series data is divided into sequential par-
titions which are further decomposed by EMD. After which,
a time series processing artificial neural network (ANN) is
used for each partition to eliminate local interfering IMF
components in the lower layer of the hierarchy. This sub-level
training and generation of meta-information is completed by
only summing beneficial IMF components of each partition
and sequentially recombining the output of all the sub-ANN.
The derived meta-information is used as an exogenous input
to the higher level ANN to guide the learner by identifying
useful information-bearing trends as the model’s performance
is finally optimized on the global trends of the time series
data. From our research in [6], we applied this principle using
the non-linear autoregressive exogenous (NARX) artificial
neural network and the long short-term memory (LSTM)
recurrent neural network; this technique showed performance
accuracy enhancement compared to the unmodified NARX
and LSTM networks.

IV. DISCUSSION

By decomposing classification datasets into arbitrarily
shaped clusters or time series data sequence into constituent
trends, meta-information can be generated and used to guide
the learning process. Therefore, better generalization can
be observed through this structural-based learning using
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local and global learners. Decomposition with relatively high
seasonality or meaningful clusters improves performance
and lowers dependence on additional hidden-neurons. No-
table drawbacks include an adverse effect on the perfor-
mance due to excessive noise reduction and dependence on
the successful decomposition of intrinsic pattern/clusters or
trends/seasonality in classification and forecasting respec-
tively [3], [5], [4], [6].

V. CONCLUSION

These techniques are proposed in order to address the chal-
lenges of obtaining classification data that is labelled/well-
structured or forecasting data with a high signal to noise
ratio. Applying these meta-learning and semi-supervised
learning techniques to organise and make sense of huge
quantities of data has become more important especially in
the era of big data. Potential areas of application include data
mining, function approximation, feature selection, knowledge
handling, and training optimization.
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