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Abstract— This paper presents an open data approach to model and solve the vehicle routing problem with time-dependent travel times (TDVRP). The proposed model is based on a multi-layer matrix composed of travel times, replacing the traditional distance matrix. Online cartography services are queried in order to build this matrix. Travel times are obtained for every step in the time discretization. Thus, the model integrates the fact that the travel time between two points is modified during the time horizon. This model is applied to a medium-sized problem in the urban area of Paris using an enhanced Greedy Randomized Adaptive Search Procedure (GRASP). This work intends to build on the current state of the art by proposing a straightforward and open-access method to model and solve the VRP with traffic variability.
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I. INTRODUCTION

This paper presents an approach to model the static and deterministic time-dependent vehicle routing problem by using online cartography services information.

The Vehicle Routing Problem (VRP) aims at finding the optimal set of routes to be performed by a fleet of vehicles to serve a given set of customers [1].

The VRP was first introduced in 1959 by Dantzig and Ramser [2] when addressing gasoline delivery optimization problems. The VRP can be solved using exact methods (Fisher et al. [3]; Bard et al. [4]; Toth and Vigo [1]; Chabrier [5]; Qureshi et al. [6]; Azi et al. [7]) or heuristic algorithms (Badeau et al. [8]; Cordeau et Maischberger [9]; Laporte et al. [10]; Jones et al. [11]; Montemanni et al. [12]; Polimeni and Vitetta [13]; Adulyasak and Jaillet [14]). Nonetheless, the exact approaches have limitations related to the computing time, which makes them less adapted to large problems.

The VRP has many important variants that take into account different delivery configurations and constraints. A quite exhaustive taxonomy of the VRP variants can be found in the work of Eksioglu et al. [15]. One of these variants is the time-dependent VRP also known as TDVRP, which allows introducing a notion of “variable cost” in the objective function that is measured in time instead of distance. The TDVRP allows integrating the notion of travel time variability due to road congestion.

The TDVRP was first introduced in 1992 by Malandraki and Daskin [16] and by Hill and Benton [17]. In both cases the problem was formulated as a Mixed Integer Linear Program (MILP) problem and solved through heuristic approaches. The TDVRP has been largely explored in the literature. Gendreau et al. [18] proposed a survey on the problem in which they classify the problem in 3 categories depending on the quality and the evolution of the information related to travel times, namely: 1) Static and deterministic time-dependent VRP; 2) Static and stochastic time-dependent VRP; and 3) Dynamic time-dependent VRP.

One of the limits highlighted in the existing literature is that the time-dependent function (i.e. the evolution of the speed in time) is difficult to obtain, yet it is the basis for a pertinent solution. This paper aims at proposing a model to solve the TDVRP using open-access cartography data to model the time-dependent travel times. More precisely, a static and deterministic time function is represented using a multi-layer travel times matrix, which is built by querying cartography services – such as Google Maps. Thus, with a list of addresses or coordinates, one can find a pseudo-optimum itinerary, taking traffic into account.

This paper is organized as follows. Section 2 states the problem and the research questions. Section 3 presents the proposed approach, the mathematical model and the data collection procedure. Section 4 proposes an application problem in the urban area of Paris and its results. Finally, section 5 concludes with remarks and openings.

II. PROBLEM STATEMENT

A. Model the time-dependent VRP with up to date, realistic and open access data

Professional software presently used to create delivery itineraries often avoid taking traffic into account. However, today, traffic is responsible for significant difficulties, such as late deliveries, loss of time for drivers or increased fuel consumption, to name a few. Open access cartography tools such as Google Maps exist to improve a given itinerary and reduce driving times. This paper aims at modeling and optimizing the VRP based on open web services to realistically model traffic during a given period of time.

B. Research questions

This work aims at formalizing a simple and straight forward model for solving the TDVRP. The proposed
approach should improve the planning of itineraries by taking into account the overall average traffic in a road network. In order to tackle this problem, two research questions must be addressed:

**RQ1.** How can the time-dependent VRP be modeled and optimized efficiently?

**RQ2.** How can open-source data be used to model real life time-dependent graphs?

### III. PROPOSED APPROACH

#### A. Multi-layer travel times matrix

In order to model time-dependent travel times, this paper proposes a matrix representing travel times at different moments of a planning horizon; a multi-layer matrix, with one layer for each time-step, with each layer containing the travel times between any points in the problem.

The matrix focuses only in the time needed to go from one point to another (which will depend on traffic). As a result, it is assumed that each layer is not necessarily symmetrical.

Fig. 1 shows an example of the proposed multi-layer matrix.

As shown in Fig. 1 each layer is a matrix containing the average travel times between the nodes of the problem for a average travel time from A to B in the first hour of the day.

#### B. Mathematical model

The time-dependent VRP can be modelled as an oriented graph with a node set \( V \), and arc set \( A \). The first node corresponds to the depot and the rest to the clients. Each arc \((i, j)\) has an associated time-dependent cost \( c_{ij}(k) \), equal to the travel time between nodes \( i \) and \( j \) at a departure time \( k \). In any given time-step, cost respects the triangular inequality. A given route is modelled as a list \( R \) of nodes; \( R_a \) is the \( a \)-th node served in the route. \( P_i \) is the position of node \( i \) in a given route \( R \). \( T \) represents the length of the planning horizon; and \( u_i \) is a dummy variable used to express condition (1d). \( x_{ij} \in \{0,1\} \) indicates if in the solution, the vehicle travels from node \( i \) to node \( j \).

In the model, drop-off and handling times are not considered. Thus, arrival time to a node is also the departure time from the same node. The vehicle must start its tour from the depot at the beginning of the planning horizon (\( k_0 = 0 \)).

With the previous definitions, the problem can be modelled as follows:

\[
\begin{align*}
\text{min} & \sum_{i \in V} \sum_{j \neq i} x_{ij} c_{ij}(k_i) \\
\text{Under:} & \\
\forall i \in V, \sum_{j \in V} x_{ij} &= 1 \\
\forall j \in V, \sum_{i \in V} x_{ij} &= 1 \\
u_i - u_j + n x_{ij} &\leq n - 1 \quad 2 \leq i, j \leq n, i \neq j \\
\forall i, j \in V, x_{ij} &\in \{0,1\} \\
\forall i \in V, u_i &\in \mathbb{Z} \\
\forall i \in V, k_i &\in [0, T] 
\end{align*}
\]

Constraints (1b) and (1c) ensure flow conservation: there is exactly one arrival and one departure from every node. Constraint (1d) ensures that every route passes through node \( 1 \). Combined with the flow conservation, it proves that all nodes are served in the same route (i.e. there is no subroute). Constraint (1d) comes from the integer formulation of the travelling salesman problem of Miller et al. [19]. It can be proven that \( P_i \) are values for the dummy variables \( u_i \) that verify constraint (1d).

In a route \( R \), node \( i \) is at position \( P_i \). The nodes visited before node \( i \) are nodes \( R_a \) with \( a = 1, \ldots, P_i - 1 \). Then, departure time from \( i \), \( k_i \), is the sum of the time needed to go from node \( R_a \) to \( R_{a+i} \), with \( a = 1, \ldots, P_i - 1 \). Departure time \( k_i \) from a node \( i \) can be computed recursively as follows:

\[
k_0 = 0 \\
k_i = \sum_{a=1}^{P_i-1} x_{R_a R_{a+i}} c_{R_a R_{a+i}}(k_{R_a})
\]

#### C. Open data fetching approach

To create the multi-layer time matrix, we propose using open data. This paper uses Google Maps, and its Distance Matrix API. In order to obtain a time-dependent matrix that represents the average behavior of the modelled zone (i.e. to limit the influence of rare incidents, such as car crashes, etc.), the query must be done in the future. In the present example the query is done in the near future, two weeks after present day.

It is important to note that the time matrix is not symmetrical because of one-way roads, and different levels of congestion.

In terms of distance, the triangular inequality is not necessarily verified because of traffic and the different types of roads (e.g. highway, residential areas). The fastest road is not necessarily the shortest. However, the cost in the objective function, the driving time, verifies the triangular inequality. The driving time between two points will always be the smallest.

The matrix is built as follows:

- Select \( N \) points on a map representing the clients and the depot.
D. Optimization procedure

This paper uses a greedy randomized adaptive search procedure (GRASP) and an enhancement heuristic to optimize the model. This method builds on the work of Reyes et al. [20], that solved a version of the VRP, the VRP with roaming delivery locations (VRPRDL).

In the first step of the optimization, a GRASP is conducted. \( N_{\text{grasp}} \) different routes will be created to serve all of the nodes and the best will be kept. Routes are created as follows. For each node not yet inserted on the road, the cost of its insertion at any place is calculated. The insertions are sorted in ascending order and the \( K_{\text{grasp}} \) smallest are kept. One insertion is randomly chosen and the corresponding node is inserted at the corresponding location of the route. When all the nodes are placed, a total cost is calculated. At the end of the GRASP, among the \( N_{\text{grasp}} \) routes, the one with the lowest cost is kept. The output of the GRASP is a single solution (the best one amongst the \( N_{\text{grasp}} \) trials).

After the GRASP, an “insertion-deletion” heuristic is used to improve the current solution. \( L \) nodes are deleted and then reinserted, following a first-deleted, first-reinserted rule. First, we build a list containing the nodes that would lead to the greatest cost saving in the solution if they were to be deleted. The size of the list is stated by a given parameter \( K_{\text{del}} \), then the deleted nodes are randomly chosen one at a time and the list is updated after each deletion. Nodes are reinserted in the order they were deleted, at a place chosen randomly in the list of \( K_{\text{ins}} \) places leading to the lowest cost. This heuristic is repeated \( N \) times.

If parameters \( K_{\text{grasp}}, K_{\text{del}} \) and \( K_{\text{ins}} \) are large numbers, the stochastic search of the algorithm increases, which could help avoid local optima. Indeed, higher stochasticity would need more search iterations to ensure convergence. However, if the algorithm is intended to run during a given computation time, high values for these parameters lead to less robust solutions because of the uncertainty of the insertions.

IV. APPLICATION

The approach is tested on the urban area of Paris. In the recent years, through-roads along the river Seine were closed for traffic and opened for pedestrians. This resulted in an increase of traffic on the ring road and other roads to cross the city [21]. Managing deliveries with traffic is now a key issue for delivery services.

The example is composed of 30 clients, 1 depot, all in Paris and its urban area. The multi-layer time matrix is queried for the December 12th, 2017, from 8 a.m. to 8 p.m. with time steps of 2 hours. As a result, the multi-layer matrix is composed of 16 31x31 matrices. Fig. 2 shows clients and depot on a map of Paris urban area and table I shows the latitude and longitude of all the chosen clients.

The matrix was generated by querying Google Maps API [22] using the parameters mode = “driving” and traffic_model = “best_guess”.

A. Parameters

In the first phase of the optimization, the GRASP, \( N = 30 \) routes were created with each the 30 nodes. The best route was kept. The insertion was chosen amongst the \( K = 3 \) best insertions.
In the second phase of the optimization, the heuristic is run \( N' = 20 \) times, removing \( L = 6 \) nodes each time. These parameters were chosen as a trade-off between efficiency and computation time. It is important to note that improvement in the choice of these parameters will lead to a better solution.

B. Results

To assess the quality of the optimization process, the best route was plotted on Google Maps to show the real itinerary taken by the vehicle to go from a node to another. Time-dependent VRP is also compared to the classical VRP, where the travel times matrix is the average of the multi-layer matrix along the time steps. To do so, total cost was compared in both cases.

On Fig. 3, the itinerary of the delivery vehicle can be seen. The vehicle starts with customer 1, does his loop, and finishes with customer 30. The itinerary seems rational, even if there are a few crossings. Crossings in the best itineraries can be explained by sub-optimality of the solution or by traffic and road types (e.g. highway versus city streets). It can be faster to exit a highway after the delivery location is passed by, which will imply crossing roads. The general pattern is the same between the two scenarios, with an 8-shape versus an “almost” 8-shape, and slight modifications in the north of the city. The modifications are explained by the traffic. The order the clients are served can change to minimize the time the vehicle is used.

In Fig. 3, the classical VRP, the pseudo-optimum route lasts 7 hours and 28 minutes. In Fig. 4, the pseudo-optimum route lasts 7 hours and 35 minutes. The relative gap is 1.7%, which seems rather small since the driving time can double during the day on some arcs. In the model, service time is neglected. When a vehicle arrives at a node, it leaves immediately. Since the vehicle starts at 8 a.m. from the depot, it has to go through morning congestion. However, in the solution, the vehicle is back before the afternoon congestion.

Fig. 3 and Fig. 4 indicate some of the travel times between nodes at the beginning and at the end of the route. For the first three nodes, the classical VRP is fastest by 8 minutes, whereas at the end of the itinerary it is slower by 15 minutes. This explains why the TDVRP can lead to faster solutions compared to the classical VRP. That is to say, that although the chosen roads are congested, it is faster to use them in the morning because the return roads are even more congested at the same time. Waiting for the return roads to be less congested leads to time savings.

The solution returned by the TDVRP is not necessarily better in terms of cost, because the cost in the classical VRP is computed with the average travel times matrix. Nonetheless it must be highlighted that the classical VRP will indeed encounter surprises related the congestion, that the TDVRP will be certainly avoiding.

We computed the cost (i.e. travel time) of the itinerary presented in Fig. 4 taken backwards. To go from the depot to node 28 (passing through node 30 and 29), takes 74 minutes at 6 p.m. whereas it takes 109 minutes at 8 a.m.

C. Sensibility of the model

In order to verify the robustness of the algorithm, a set of 20 instances of optimization was run.

Table II presents the result of these 20 simulations with the set of customers and depot proposed above. \( C_{ML} \) indicates the cost of the instance using the multi-layer matrix, \( C_{2D} \) indicates the cost of the instance where the travel times matrix is the average along the time steps of the multi-layer matrix. Instances differ by the seed given to the pseudo-random number generator.

Results range from 6h59 to 7h53. This is a difference of just less than an hour. This variability comes from the parameters \( K_{group} \), \( K_{del} \), and \( K_{ins} \) of the optimization method, which allows a non-optimal insertion or deletion of a node in a route, to get out of local minima. There is a great sensibility to these parameters. If \( K_{group} \), \( K_{del} \) and \( K_{ins} \) were fixed to 1, then the optimization would be fully deterministic, and the results would all be the same. The variability would be reduced by performing more steps of
the GRASP or “insertion-deletion” method. If a very large number of solutions was generated in the GRASP method, the solution would be expected to be the same in each column of the table. To be able to have 20 instances tested, each with the multi-layer and the 2D matrices, in a reasonable time, 30 GRASP and 20 insertions-deletions are done. This is not a search of the global-optimum.

Sometimes, the multi-layer matrix leads to better solutions than the 2D matrix. On average, the multi-layer matrix is better by 4.3%. Taking traffic variability into account helps building better solutions.

D. Technical considerations in the proposed approach

The numerical method and optimizer were programmed using Python. The GRASP was based on the pseudo-code presented by Reyes et al. [20]. No optimizer module was used.

Retrieving data from Google Maps limits the size of the test problem, since there are quotas for the number of queries per day. For free, one can make 2,500 queries per day per project. The limit is 100,000 per project when paying. If traffic information is required, no more than 100 queries at a time are allowed. A multi-layer matrix of 24 time-steps and N nodes will require 24*N² queries. The biggest problem that can be queried in a day has 64 nodes. Because of the 100 queries at a time limit, the method has to be well structured.

Concerning calculation time, the machine has a 2.5 GHz Intel Core i5. One core is used. The 30 GRASP iterations take 80 seconds on average, and the 20 insertions-deletions 10 seconds.

V. CONCLUSION AND PERSPECTIVES

This paper proposed a new approach to model and optimize the time-dependent vehicle routing problem (TDVRP). A discretization of time was used to create a multi-layer matrix, in which each layer contains the travel times matrix for the nodes of the problem at a given time of the day. One of the originalities of this work yields in the proposed mathematical model, in which the costs of arcs depend on the time at which the vehicle passes through them. As a result, when minimizing overall cost, optimization algorithms will favor solutions in which the “most expensive arcs” are taken in their “less expensive” times. In other words, if a given delivery point is located in a road that is heavily congested between 8 a.m. and 9 a.m., the optimization logic will avoid it until 9 a.m., creating solutions that perform other deliveries before going to the aforementioned point, positively avoiding the congested road at the most congested time.

The proposed model presents a concrete example that can be applied to any city, of planning deliveries taking traffic into account. Yet there are several improvement perspectives, especially to integrate more realistic traffic considerations. Possible improvements include parallelizing the code to compute more difficult problems more efficiently or to add complexity to the problem, such as limited capacity, stochasticity, time windows or roaming delivery locations.

Open data cartography services, such as Google maps, offer accessible data to build realistic models. The proposed approach is based in a discretization of time. It is important to consider that this choice leads to faster computation times but it also implies a rough approach from the traffic-modeling standpoint. An interesting perspective would be to create a multi-layer matrix with a denser discretization, which could be used to interpolate the time horizon and thus, obtain a continuous time-dependency function.
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