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Abstract—For a given search topic, a user without prior
knowledge may have difficulty fully understanding the topic
in the search results. In addition, when a user wants to gain
a deeper knowledge of the topic, the user can not create
appropriate search queries with the existing search engines
because the user does not know the surrounding topics. To solve
this problem, we propose a method for presenting search results
to help users grasp the full scope of a topic. Specifically, we
present the user with search results, based on the tree structure
and using words with prerequisite knowledge relations from
the set of search results. By presenting search results using
prerequisite knowledge relationships the user can traverse the
tree structure when they want to know more about the topic.
Thus, the user can grasp the full topic. This paper proposes a
method of presentation that searches for results to help provide
the full scope of a topic to the user. Proposed method is that
obtaining a set of articles from search results and create a
tree structure of words from the set of articles and generating
overview oriented search results on the basis of a tree structure.
As a result of the evaluation experiment, the precision of the
detailed relation, meaning the depth direction of the tree was
70.5% and the Spearman’s rank correlation coefficient of the
order of appearance, meaning the width direction of the tree,
was 0.41. This result indicates that it may help the user fully
understanding, but there is a problem with the extraction of
the title sentence.

Index Terms—web-search, overview-oriented search result,
web-UI, tree structure.

I. INTRODUCTION

IN recent years, improvements in search technology have

made it easier for users to obtain the information they

want. However, if the user has no knowledge of the topic,

the search becomes extremely difficult, as they may not know

what keywords to enter. In addition, it is not easy to glean

important keywords from multiple pages. For example, con-

sider an uninformed user who wants to learn about MySQL.

The user enters a simple keyword search for MySQL in the

normal web search results, and the search returns a summary

of MySQL and some of its functions. It would not be clear

which pages are most useful or should be viewed first. In

addition, to obtain an overview, the user has to keep adding

keywords to the search.

We hypothesize that it would be possible to solve this

problem by presenting search results that allow the user

to easily grasp the entire search query topic. When the

search keyword “MySQL” is entered, the title “MySQL

environment construction” is displayed first, and then the
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Fig. 1. Proposed overview-oriented search result

titles “Basics of database operation” and “How to download

and install MySQL” are displayed as child elements. By so

structuring the result, we expect that similar to a table of

contents in a book, users would be able to comprehensively

grasp the subtopics of the result through the headings on the

same level, and they would be able to learn more about the

topics of interest by following the child elements.

We refer to such displaying of the search result as the

“overview-oriented search result,” and it is illustrated in

Figure 1. As shown in the figure, moving down the same

hierarchy of output results would increase the knowledge of

the search keyword, and moving down the technical blog

hierarchy would provide deeper knowledge of the topic.

However, in recent years, technical blog articles have

remarkably improved. In technical blogs, such as Qiita1 and

Developers.IO2, that present knowledge of programming,

various terms and concepts are often systematically written

in units of articles. By using the structure of such technical

blogs, it is possible to obtain a parent–child relationship in

which, for example, “data” and “SELECT statement” are

placed under “MySQL”. Using this structure, we propose

a method that constructs a tree structure from a set of search

results; the tree uses words with prerequisite knowledge rela-

1https://qiita.com
2https://dev.classmethod.jp
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tionships, extracts search results based on this structure, and

presents the entire topic to the user. Specifically, it extracts

the parent–child relations of terms from the dependency

relations of the headings of technical blogs, such as headings

and subheadings, and extracts the corresponding titles in the

technical blogs, according to the parent–child relations of the

words. Thus, a structure similar to chapter titles and section

titles is created, and the search results are presented in a

structured manner.

The contributions of this study are as follows:

• From a technical blog, automatically structuring the

parent-child relationship of terms and constructing a

type of ontology.

• As an approach to structuring search results, the effect

and nature of structuring based on parent-child relation-

ships of terms are demonstrated.

• Challenge structuring including the order in which it

should be viewed.

This paper is structured as follows. In section II, we discuss

related works. In section III, we detail the proposed method.

The experimental study is detailed in section IV. Finally, in

section V, we provide the summary and future tasks.

II. RELATED WORK

A. Web search support

Aktolga et al.[1] described a method to boost rarely clicked

queries in a system wherein limited clickthrough data are

available for all queries. They utilized information from

co-click queries, subset queries, and synonym queries to

estimate the clickthrough for a sparse query.

In an empirical study of three highly frequented websites,

Keller et al.[2] analyzed how website taxonomies influence

the next browsing steps of users arriving from a search

engine. This reveals that users do not randomly explore the

destination site but proceed to the direct child nodes of the

landing page with a significantly higher frequency compared

with the other linked pages.

Saito et al.[3] investigated how users carefully search

the Web to obtain credible and accurate information. They

revealed that users’ attitudes toward using verification strate-

gies in Web search are positively correlated to their need

for cognition (NFC), educational background, and search

expertise; users with strong attitudes are likely to click lower-

ranked search results than those with intermediate levels of

attitude, and users with strong attitudes are more likely to

use the terms such as “evidence” or “truth” in their queries,

possibly to scrutinize the uncertain or incredible information.

Umemoto et al.[4] proposed an interface to visualize

browsing information only for recommendation queries.

They proposed an approach for exhaustiveness-oriented

tasks; the approach evolved from exploratory search and

scored the amount of unreviewed information in terms of

importance, relevance, and novelty.

B. Clustering web search results

Motohiro et al.[5] proposed a semi-automatic method for

extracting topic maps from a set of web pages. In addition to

the conventional clustering method focusing on the network

structure, they introduce a weighting system–using web page

content similarity, based on web site directory structure, and

the links between Web pages–to estimate the meanings of the

links between pages, by considering the topic relationships

contained in the links between webpages. In this method,

the meaning of the links between pages is estimated by

considering the topic relations contained in the links between

web pages; not only the topics but also the topic relationships

are extracted.

Sumida et al.[6] proposed a method to automatically

acquire a quantity of super-subordinate relationships, using

the Wikipedia article structure as a knowledge source. They

proposed a method to extract a large number of candidate

super-subordinate relations from clause and bullet headings

in the article structure of Wikipedia, and filter them using

machine learning to obtain highly accurate super-subordinate

relations.

Sara et al.[7] presented an approach for search engine

results clustering that relies on the semantics of the retrieved

documents rather than the terms in those documents. This

approach considers both lexical and semantic similarities

among documents and applies the activation spreading tech-

nique to generate semantically meaningful clusters. This al-

lows documents that are semantically similar to be clustered

together, rather than clustering documents based on similar

terms.

Jiyang et al.[8] reformalized the clustering problem as

a word-sense discovery problem. Given a query and a list

of result pages, our unsupervised method detects word-

sense communities in the extracted keyword network. The

documents were assigned to several refined word-sense com-

munities to form clusters.

Chung et al.[9] proposed a new method for clustering

the search results. Similarities between documents were

calculated, based on similarities between these topics. Sub-

sequently, an affinity propagation clustering algorithm was

employed to cluster web search results.

Dikan et al.[10] proposed a novel algorithm known as a

deep classifier to classify the search results into detailed hi-

erarchical categories with higher effectiveness than previous

approaches.

These related studies aimed to obtain the entirety of a

topic for search keywords; however, they did not consider

the order in which users should browse the results. In this

study, the objective of grasping the entirety of a topic was

the same as in extant studies; the difference was in the order

in which users can easily grasp the entirety of a topic.

III. PROPOSED METHOD

A. Overview

The flow of the proposed method can be roughly divided

as follows.

1) Obtaining a set of articles from search results

2) Creating a tree structure of words from the set of search

result articles

3) Generating overview oriented search result on the basis

of a tree structure

Figure 2 illustrates the system overview. First, the user

enters the search term into the system. The system then

obtains a set of search results. From the result set, the system

creates a tree structure of dependent words, and presents the

results using this structure.
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Fig. 2. System overview

B. Obtaining a set of articles from search results

First, for the search keywords entered by the user, we

obtained articles that contained the search keywords in the

title or the tags of articles. The title and headline were

extracted from the text of the article, and only nouns were

extracted using the morphological analyzer, MeCab[11]. In

this study, we used ipadic-neologd3 as a dictionary.

As regards the dataset, we used an article on Qiita4.

As aforementioned, Qiita is a technical information-sharing

service for programmers that allows them to record and

publish their know-how and notes on programming and other

topics. We used QiitaAPIv2, an API provided by Qiita,

to retrieve 520,000 articles from June 7, 2014, to August

3, 2020. The retrieved contents are the title, body of the

article, URL, and tags of the article. Articles are written in

markdown, and headings are expressed by headings such

as the h1 and h2 tags. There is no explicit parent–child

relationship between these headings; however, there is often

a semantic dependency between the h1 tag and the h2 tag

after it. We hypothesize that we can extract the parent–child

relationship of the words by using this observation. The

body of an article is often written according to a work or

a time series, and the words that appear first are often the

prerequisite work or prerequisite knowledge for the words

that appear later.

C. Creating a tree structure with prerequisite knowledge

relations

1) Creating dependency word pairs: This system creates

word pairs with dependency relations from the search result

set. We consider that there is a dependency relationship

between headings in an article. Specifically, there is a re-

lationship between the title word and the word in the h1

tag, and between the word in the h1 tag and the word in

the h2 tag. Using this relationship, we create a tree structure

in which summary words are located at the top, and more

3https://github.com/neologd/mecab-ipadic-neologd
4https://qiita.com

TABLE I
EXAMPLE OF CREATING A WORD PAIR

Word (parent) Word (child) Count

MySQL environment 675
MySQL setting 627
MySQL reference 596
MySQL installation 508
MySQL create 497
MySQL confirmation 461
MySQL table 324
MySQL startup 304
MySQL database 273
MySQL procedure 272
MySQL error 234

installation MySQL 236
MySQL assumption 214
MySQL command 158

environment installation 173
build environment 189
build MySQL 182

connect MySQL 157
docker environment 130

environment build 120

detailed words appear as we move through the nodes. Nouns

were extracted from the title text using a morphological

analyzer, and pairs were created using nouns in a dependency

relationship. At this time, URLs and symbols are deleted

as stop words. The next step is to remove the noise. The

pairs with the top N occurrences in the pair are excluded,

and among the other pairs, those containing words whose

occurrences are below the threshold are removed. Table I

shows an example of creating a word pair with the search

keyword “MySQL.”

2) Creating a tree structure: This system creates a tree

structure using the created word pairs. Before the occurrence

of the word is considered to be the parent of the pair, the

number of pairs is counted. This count is the support of

the parent word of the pair. In this case, word pairs with

the same constituent words but different orders appear, and

thus, the word pairs with the lower support are eliminated.

If a tree structure is created, it is possible that inappropriate

words will appear in the tree when the nodes are traced.
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Therefore, we cluster the words that appear in the tree. Then,

we merged tree structures with word pairs consisting only

of words in the clusters. The root of the tree is the search

keyword if the parent word of the word pair has the search

keyword; otherwise, the word with the highest number of

occurrences is the parent. The root of the tree structure is

the search keyword, and the tree structure created earlier is

joined to its child nodes. The tree structure was created by

extracting word pairs using the root word as the parent. The

tree structure is created by extracting word pairs with the

root word as the parent, and then creating the tree structure

using the following rules: only words in pairs are used as

parent-child relations, words that appear once are not used

again, and nodes directly below the root node with a depth of

one are deleted. At this time, the nodes in the tree structure

are given priority attributes. To control which of the sibling

nodes in the tree structure is displayed first, the display

priority of the words is created from the search result set. For

a given word, the words that appear in the first half of the

same heading in an article are expected to appear higher in

the results display. Therefore, when the number of headings

of the same size as the headings in which the target word

appears is M and the appearance position of the headings

in which the target word appears (the order of appearance

in headings of the same size) is i, formula (1) is calculated.

Then, after calculating it for each article, it is averaged.

M − i+ 1

M
(1)

Each word is given a display priority, and the word with

the higher value is displayed higher. Figure 3 shows an

example of creating a tree structure with the search keyword

“MySQL.”

In the tree structure that we created, there is a possibility

that words that are similar between siblings may appear.

For example, words such as “data” and “records” appear in

the tree structure. To solve this problem, we use the word

vectors learned from the text and title sentences of all articles

and merge the nodes of words whose similarity exceeds a

threshold. The words of the merged nodes are the words

with the highest display priority.

D. Extraction of titles based on tree structure and display

of results

Extracting title sentences based on the structure of the

created tree structure. From the created tree structure, extract

titles that contain the word of the target node and the word of

the parent node. The reason for not using ancestor nodes is

that the number of words used increases as the depth of the

node increases, and it is thought that concise titles cannot be

extracted. Title sentences that contain words from the child

node or words not related to the child node are not desirable;

therefore, priority is given to selecting title sentences that are

short and concise, containing as few words from the child

node as possible. For this reason, the title sentences to be

extracted should be short and concise and should contain as

few words as possible that appear in the child nodes. The

decision method is the one with the shortest string length

from the set of title documents that contain the text of the

parent node and the text of its own node.

The extracted title sentences are presented as search re-

sults. It is presented similarly to a table of contents of a book.

The title text of the child node is located one paragraph down

from the parent node’s title text. This makes it possible to

obtain the necessary information by following the paragraphs

to obtain more in-depth results. The order of presentation in

the same hierarchy is ranked in the order of priority of the

hierarchy.

E. Execution example

In this section, we present an example of the execution of

the proposed method described in Section III. The results in

Section III-C2 are shown in Figure 4. This show an example

of a word-based execution. The results in Section III-D are

shown in Figure 5. This illustrates an example of a title-

based execution. Bold text denotes keywords, implying a

word-based execution. In both cases, the search keyword is

“MySQL” the minimum number of pairs is 25, the number

of N that explained section III-C is 10000, the clustering

method is k-means, and the number of clusters is 10.

The example output shows the MySQL environment con-

struction, DB creation, and database connection in the DB

creation hierarchy.

IV. EXPERIMENT

We performed an experiment to investigate whether the

search results generated by the proposed method are valid as

detailed relations and backward/forward relations.

A. Experimental settings

This experiment was conducted on 10 university students

majoring in information engineering. Two types of experi-

ments were conducted. The parameters of this experiment

are the same as those in Section III-E. The first is on

detailed relations, where the deeper the output hierarchy,

the more detailed the relation is, or the more it assumes

the information of the parent node. We extracted six title

sentences from the title based on the tree structure we created

and conducted an experiment on detailed relations. After

presenting the title sentence of a node, the subjects were

shown the title sentences of their child nodes and asked to

select the one they think had a detailed relationship. The

percentage of correct answers is then calculated. A correct

answer rate of more than 50% was considered the correct

answer. The second is the order of occurrence of the title

sentences. For the order of appearance experiment, we used

five title sentences that contained at least four child title

sentences from the title sentences used in the detailed relation

experiment. In the output results, we investigate whether sen-

tences that should be in the first half of the set of sentences in

the same hierarchy or that do not require more prerequisite

knowledge, appear in the first half. Subjects are presented

with the title sentence of a node and are asked to select a

sentence from the title sentences of its child nodes that they

think would be more effective in reading the sentence. The

data were then aggregated and reordered in the order of the

number of selections made. We calculated the Spearman’s

rank correlation coefficient between the reordered data and

the data produced by this system.
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Fig. 3. Example of creating a tree structure

Fig. 4. Tree structure of words created from MySQL search results.

B. Experimental results and discussion

This results of both experiments are shown in Table II. The

precision of the detailed relationship was relatively high at

70.5%. This indicates that detailed titles can be appropriately

extracted appropriately for the parents. However, the order

relation has a moderate correlation (0.41) with respect to

the order of correct answers, indicating that inappropriate

judgments were included. Table III shows some of the results

for detailed relations. Table III shows parent title, child title

and fit. This fit column shows that if the child title is the

same as the user’s answer, it is positive and not the same as

the user’s answer, it is negative. In terms of detail relations,

we can find unsuitable outputs that “MySQL environment

construction” → “Laravel environment construction with

docker” and “MySQL environment construction” →“vagrant

environment construction” We think that there is a problem

in the extraction method of the title sentences because

the title sentences are not appropriate compared to those

judged to be good in the experiment. This is likely because,

when extracting title sentences, articles were extracted with

reference to those that contained the search keyword in the

tag, but because multiple tags can be attached, articles for

which the search keyword was not the main topic were

extracted.

Table IV shows some of the results for the order of

appearance. Table IV shows parent title, child title by the

system, child title by user and rank correlation coefficient. In

terms of the order of appearance, we can find the unsuitable

TABLE II
SUMMARY OF EXPERIMENTAL RESULTS

Type Result

Detailed relationship 70.5% (Precision)

Order of appearance 0.41 (Rank correlation coefficient)

TABLE III
EXAMPLE OF DETAILED RELATIONSHIP RESULTS

Parent Title Child Title Fit

MySQL environment
construction

MySQL installed in virtual
environment

Positive

MySQL environment
construction

Laravel environment con-
struction with docker

Negative

MySQL environment
construction

vagrant environment con-
struction

Negative

parent title is “[MySQL] DB creation, user creation, authority

setting” and this rank correlation coefficient is 0. When we

look at the word extraction, we see that under “creation,”

it is followed by “user,” “file,” “add,” and “data” This is

apparently not a strange order of appearance to the senses.

This suggests that the word extraction stage is correct;

however, there is a problem with the extraction of the title

sentence.

V. CONCLUDING REMARKS

Based on the idea that it is difficult for a user without

prior knowledge to grasp the entirety of a topic included

in the search results, we propose a search result generation

method that can grasp the entirety of a search result. This is

based on a tree structure of words created from the parent–

child relationship of terms between the headings of technical

blog articles. As a result, we were able to extract the parent–

child relationship of the terms in the tree structure; however,

the extraction method of the title sentence remains an issue.

Future work will include improving the extraction method of

title sentences and examining the threshold of the number of

word pairs.
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