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Abstract—In the last years, the computers have in-
creased their capacity of calculus and networks, for
the interconnection of these machines, have improved
until obtaining the actuals high rates of data transfer-
ing. The programs that nowadays try to take advan-
tage of these new technologies cannot be written using
the traditional techniques of programming, since most
of the algorithms were designed for being executed in
an only processor, in a nonconcurrent form instead
of being executed concurrently in a set of processors
working and communicating through a network. This
paper aims to present the ongoing development of a
new system for the reconfiguration of groupings of
computers, taking into account these new technolo-
gies.
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1 Introduction

Due to the continuous growing of the capabilities of net-
works, there are posed diverse optimization problems as-
sociated with algorithms for the design of networks. For
a general optimization of a groups of machines, some
methodology of dynamic allocation of resources is needed
[1, 2, 3] being this, one of the main reasons of why nowa-
days exists a special interest in the search of new algo-
rithms, able to replace the traditional methods whose ef-
ficiency and possibility of scaling in parallel to the archi-
tectures of processors make them inapplicable, in many
cases, to very complex problems [4].

The main problem designing a parallel or distributed al-
gorithm reside in the communication and synchronization
of processes for its concurrent execution in different pro-
cessors.

From the point of view of the heterogeneity of proces-
sors, a good parallel application for Heterogeneus Net-
work of Computers (HNoC) must distribute computa-
tions unevenly taking into account at least the speeds of
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the processors. The efficiency of the parallel application
also depends on the accuracy of estimation of the speeds
of the processors of the HNoCs, which is difficult because
the processors may have different speeds for different ap-
plications due to differences in the set of instructions,
the number of instruction execution units, the number of
registers, the structure of memory hierarchy and so on.
[5]

From the point of view of the communications, one of
the main problems of the implementation of networks of
communication is the one of designing a network topol-
ogy that could verify certain characteristics of trustwor-
thiness, assuming this as the measurement that evaluates
the probability of success in the communication between
pairs of nodes. This is an influential factor in the quality
of services offered to all the nodes. The evaluation of the
exact parameters that determine the trustworthiness of
a communication network is a NP-hard problem [6, 7].
For this reason, an optimization of the topology of the
net is needed. It muss be assured that the temporary
delay due to the communication and synchronization of
the processes, is minor to the delay of processing the data
by each processors. Also it is important to consider that
when the problem is too much divided, the time necessary
to communicate datas between the nodes and to synchro-
nize them, exceeds the time of present computation of the
CPU.

The common communication network is normally het-
erogeneous. The speed and bandwidth of the network,
between different pairs of processors, may differ signifi-
cantly. This makes the problem of optimal distribution
of computations and communications across the HNoC
much more difficult than across a dedicated cluster of
workstations interconnected with a homogeneous high-
performance network. Other issue is that the common
communication network can use multiple network pro-
tocols for communication between different pairs of pro-
cessors. A good parallel application should be able to
use multiple network protocols between different pairs of
processors [8].

Until this moment, we have considered only a static net-
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work topology, function of the domain decomposition, de-
fined before the execution of the algorithm or application
in the HNoC; in those problems in which is not trivial to
define a domain decomposition (i.e access to data in dis-
tributed databases) would be usefull to have a dynamic
topology of communications, which varied around the dis-
tribution of the data and the different latencies from net-
work, depending on the different connections between the
nodes.

2 System Description

The model proposed for the reconfiguration of nodes of a
HNoC will be based on a sufficiently ample language of
communications. Using this language any node will be
able to know in real time, what information contains any
other node del system (data middleware), without having
to communicate first with the master node of the system.
This language also will allow the nodes to modify their
rolls of master/slave depending on what value or data
structure is needed and on what node has asked for it.

In order to be able to reconfigure the HNoC the language
of communications will include dataframe of control as
dataframe of data. The dataframes of data will contain
the data needed for the execution of the algorithm in the
HNoC whereas the control dataframes will be those with
information about the runtimes and the comands and will
be sent to know what nodes have what information and
what hierarchy exists between the different nodes from
HNoC.

Therefore, the HNoC will be represented as a directed dy-
namic graph in which the different connections will have
weights of edges (cost of moving directly from one vertex
to another one) equal to the different delays from network
and those ones due to the overload of the processors of
the nodes.

The vertex of the graph will represent each processors
available at the HNoC. The information of each node of
the graph will contain the effective load of the proces-
sor, considering this like the availability to execute other
processes, as well as statistic value proportional to the
execution time of the processes in the previous steps of
the algorithm.

In the other hand, the edges of the graph will represent
the connections between the available processors, accord-
ing to a certain instant of the algorithm. These connec-
tions are statistically weighted according to the network
delays, the time of transmission of the data throught the
net that will depend as well on the network protocol and
the physical layer used for this communication.

In addition to the nodes that are included in the HNoC,
a super master node will exist as it will be the one which
will administer the graphs that represents the different
nodes and their communications. The super master node
will maintain a resulting graph of all the existing com-
munications between any two nodes of the HNoC and the
execution times of each processor. With this information,
and according to a statistical function, this node will gen-
erate an optimal graph, probably different, for each node
of the HNoC. These graphs will be calculated based on
the communications that each node needs to make with
any other one and they will be calculated according to
some algorithm of minimum path for graphs. Knowing
that all the weights of the vertices and of the edges of the
graph are positive values, we could use algorithms based
on Dijkstra [9] or Bellman-Ford [10].
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