
 
 

 

  
Abstract—In this paper, we present two new procedures for 

feature selection using a data quality measure.  The first 
procedure is a filter method and the second is a hybrid method 
that combines the former method with a sequential forward 
selection (SFS), which is a wrapper method.  Three   classifiers; 
LDA, KNN and RPART, are used along with the wrapper 
method. Comparisons with the RELIEF and the usual SFS 
method are carried out on twelve well-known Machine Learning 
datasets.  The experimental results show that our filter method 
outperforms the RELIEF, regarding both the misclassification 
error rate and the running time. Our hybrid method is faster 
than the SFS and it gives misclassification error rates quite 
similar to those given by the SFS. 
 

Index Terms—Feature selection, data preprocessing, 
supervised classification, data quality.  
 

I. INTRODUCTION 
  In high dimensional datasets the presence of redundant and 
irrelevant features deteriorates the performance of data 
mining algorithms [14]-[15]. Therefore, it is necessary to 
select a subset of good features to facilitate and improve the 
data mining process. Traditionally, the feature selection 
methods have been focused on removing irrelevant features, 
but in problems of high dimensionality, it is also important to 
remove redundant features [16]. 
Several effective feature selection methods had been 
proposed [1],[3],[5],[8],[10]. However the increment in the 
size of the dataset in both directions, number of instances and 
number of features becomes a great challenge for the feature 
selection algorithms. The handing of high dimensional 
datasets requires   a great amount of both storage and 
computing time. Thus, the computational costs are severally 
increased. Finding an optimal subset of feature under these 
conditions becomes intractable [8]. Algorithms related to 
feature selection have been shown to be NP-hard.   
There are two major types of feature selection methods: Filter 
methods [5]-[8] and wrapper methods [11],[13],[16].  The 
filters are pure pre-processing techniques. In these methods, 
the relevance of each feature is evaluated individually and a 
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score is given to each of them.  The features are ranked by 
their scores and the ones with a score greater than a threshold 
are selected.  Later, a classifier can be applied using only the 
selected features.  The RELIEF, one of the most used filter 
methods. was introduced by Kira and Rendell[7] for a 
two-class problem, and extended later to the multiclass 
problem by Kononenko[9]. In the RELIEF, the relevance 
weight of each feature is estimated according to its ability to 
distinguish instances belonging to different classes.  Thus, a 
good feature must assume similar values for instances in the 
same class and different values for instances in other classes.  
The relevance weights are set to be zero for each feature and 
then are estimated iteratively. In order to do that,  an instance 
is chosen randomly from the training dataset. Then,  the 
RELIEF searches for two closest  neighbors to such instance, 
one in the same class, called the Nearest Hit and the other in 
the opposite class called the Nearest Miss. The relevance 
weight of each feature is  modified according to the distance 
of the instance to its Nearest Hit and Nearest Miss. The 
relevance weights continue to be updated by repeating the 
above process using a random  sample of n instances drawn 
from the training dataset..     
The wrapper feature selection methods need one classifier 
algorithm in order to select the best features. The quality of a 
subset of  features is determined by the performance of the 
classifier using such subset. For this reason, the wrappers 
outperform the filters with respect to the misclassification 
error. However, the gain in accuracy has a cost in terms of 
efficiency and generalization since the computational burden 
increases and also the selection of the best subset depends on 
the classifier being used. There are three major variations of 
wrappers, Sequential forward selection (SFS), Sequential 
Backward selection (SBS) and Sequential Floating Forward  
(Backward) selection. In this paper, we have considered only 
the SFS  procedure.  This algorithm begins considering the 
best subset of features B, as the empty set, and in each step 
enters to B the feature that gives the highest increment of  the  
classification accuracy rate. The algorithm stops  when the 
classification  accuracy cannot be improved by the remaining 
features not included yet in B. Other stopping criterion is  to 
check if  the size of the subset B exceeds a prefixed number. 
Recent research on feature selection has been focused to face 
the challenge of having a large number of instances[10],[13] 
and handling datasets  of high dimensionality[2],[14].  Much  
of  the effort has been dedicated to build hybrid algorithms for 
feature selection,   through combining the advantages of the 
filters and wrappers methods[12]. However these new 
methods do not reduce the computational complexity of the 
existing algorithms. 
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The quality of a dataset is determined by internal and external 
factors. The internal factor reveals if the predictors and the 
classes has been correctly selected and are well defined. The 
external factor measures errors introduced in the predictors or 
in the class assignment, either systematically or artificially. 
According to Zhu et al [17], the misclassification error rate 
depends on the quality of the information contained on the 
training set and on the bias of the induction algorithm used to 
carry out the classification. This means that improving the 
data quality of the training set will reduce the 
misclassification error.  The classifier will perform better 
using a clean training set.  
In this paper, we propose two new procedures for feature 
selection based on a new data quality measure introduced in 
Daza[4]. The first one is a filter method and it is compared to 
the RELIEF, the second one is a hybrid method and it is 
compared to the SFS.   This comparison is done in two 
aspects, the misclassification error rate and the computing 
running time. The new procedures are applied to twelve 
datasets using three classifiers: Linear Discriminant Analysis 
(LDA), a decision tree classifier based on recursive 
partitioning  (RPART) and the k-nn classifier (KNN ).  All 
three classifiers are available in the R system for statistical 
computation and graphics (http://cran.r-project.org). In the 
next section, we describe the  data quality measure. In section 
III, the proposed feature selection methods are described in 
detail.  The experimental results are explained in section IV, 
and the conclusions of the paper are given in the last section.  

 

II. THE DATA QUALITY MEASURE 
Daza [4] introduced a measure to evaluate the quality of an 
instance.  This measure takes in account the localization of an 
instance within its class as well as  with respect to the decision 
boundaries with the other classes. Thus,  for   the i-th instance 
of the dataset of size N, its data quality measure is given by 

),max(/)( iiiii rddrQ −= , i=1,….N, where id is the 
distance of the i-th  instance to the centroid  of  its class, and 

ir  is the minimum distance of the i-th instance to the centroid 
of the classes where it  does not belong to. Clearly, 

.11 ≤≤− Q  An instance with a  Q  value near to 1 has a 
good quality. A noisy instance will  have a negative value for 
the quality measure Q. However, some instances located near 
to  the boundary of two or more classes may also have small 
positive values for the quality measure. A variant of the 
measure Q, can be obtained by using the k nearest neighbors 
of a given instance. In this case,   id  will represent the 
average distance of the  i-th instance to its k-nearest neighbors 
within its class, and ir will be the minimum average distance 
of the i-th instance to their k nearest neighbors in each of the 
other classes.  More details about the effectiveness of the 
measure Q can be found in Daza [4]. 
 

III. THE PROPOSED FEATURE SELECTION 
METHODS 
In this paper, we will introduce two new feature selection 
procedures. The first one, called Wfeat, is a filter method. The 
second one, named WfeatSFS,  is a hybrid method which 
combines the Wfeat with the sequential forward selection 
method (SFS) which is a wrapper method.  In the sequel we 
will describe both methods in detail. We will assume that our 
training dataset has p features and N instances. 
 
The Wfeat method 
In this filter selection method, we evaluate the relevance of 
each feature according to its capability to reduce the 
complexity of the decision boundary. The procedure is as 
follows: 
1. For each of the Fj (j=1,..p)  features, an univariate quality 
measure Q(Fj) is computed for each instance of the training 
dataset. 
2. For each feature, the average of the quality measure of   the 
N instances is computed. That is, 
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3.  Each feature has a corresponding relevance weight given 
by  

)1)(exp()( −= jj FQFW  

4. The p features are ranked in decreasing order according to 
its relevance weight. 
 
The next step, it will be to decide on the number of features to 
be selected. An alternative it could be to retain a given 
percentage, say 60%, of the original instances. Another way is 
to plot the relevance weight of the features and to choose as 
the relevant features those with  relevance weights appearing 
above the highest jump in the plot. 
 
The computation of the quality measure Q for each feature is 
done in linear time in both the number of instances and the 
number of features. On the other hand, the steps 2 and 3 are 
done in N steps. Finally, the step 4 of the algorithm has 
complexity of order pp log . Hence, the asymptotic 
complexity of the Wfeat algorithm is )( pNO × . Therefore, 
this method is efficient in terms of the computation time and 
in the next section we will show experiments where Wfeat 
gives on average better misclassification error rates than the 
RELIEF,  perhaps the most well-known filter method. 
The disadvantage of Wfeat is the same of the most filter 
methods, it fails to identify redundant features. Next, we will 
present a second algorithm that tries to overcome this problem 
and eliminates the redundant features, keeping only the 
relevant ones. 
 
The WfeatSFS method 
This is a hybrid procedure for feature selection, which 
combines the Wfeat with the sequential forward selection 
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method.  Hence, a classifier L needs to be used. The algorithm 
is as follows: 
 
1. First, the Wfeat algorithm is applied to the original set of p 
features F1,… Fp. The Wfeat generates an ordered sequence of 
features according to their relevance weight. That is, 

}~,....,~,~{ 21 dFFF  with pd ≤   

2. Let Yq be the subset of  features selected up to the step q. 
Set }~{ 11 FY =  and compute the correct classification rate  
T1=T(Y1) , using  Y1 and  the classifier L. 
3. For j = 2, 3, ..., d do  
  Compute )~( 1 jjj FYTT ∪= − , the correct classification 

rate using the subset of features Yj-1 along with jF~ .  The 

feature jF~  enters to the subset of  features Yj only if Tj>Tj-1. 

Let j=j+1. 
4. The process stops when all the features selected for Wfeat 
have  been tested. It is expected than the final subset of 
features does not include redundant features. 
 
The justification of this procedure relies on the fact that two 
redundant features will have approximately the same 
relevance weight, and a filter method, such as Wfeat, orders 
them in contiguous positions. Hence, if we choose a feature 
selected for Wfeat and the following is redundant with respect 
to the selected one, then its additional contribution to the 
classification rate will be worthless  or negative. 
The computational complexity of the WfeatSFS algorithm is, 
in the worst case, ))(( classiferOpO × , where 

)(classifierO  is the asymptotic complexity of the classifier 
used in the forward sequential procedure. 
 

IV. EXPERIMENTAL RESULTS 
In this section, we present experimental results on the 
performance of the proposed feature selection methods as 
well  as comparisons with both the RELIEF and the SFS 
methods. Twelve well-known datasets  from the Machine 
Learning Repository available at the University of California- 
Irvine  are used in the experiments. A summary of these 
datasets is shown in table I. In the RELIEF, we have selected 
about  60% of the features in the dataset rather to use a 
threshold. The misclassification error rate  of three classifiers,  
LDA, KNN y RPART is estimated after  feature selection. In 
each experiment, we use 10-fold cross-validation  to estimate 
the misclassification error. 
 

Table I.  Summary of the datasets used in this paper 
 

Dataset Instances Features Classes
Abalone 4177 8 3 
Breastw 683 9 2 
Bupa 345 6 2 
Census 32561 14 2 
Diabetes 768 8 2 
Ionosphere 351 32 2 
Landsat 6435 36 6 
Penbased 10992 16 10 
Segment 2310 16 7 
Shuttle 58000 9 7 
Sonar 208 60 2 
Waveform 5000 40 3 

 
Table II shows the misclassification error rates for the LDA 
classifier using the four selection methods. As a reference we 
have include also the misclassification error rate using all the 
features in each dataset. We can see that when the features are 
selected using the RELIEF then, the average of the 
misclassification error rate for all the datasets increases a 12%  
with respect to the one using all the features. The SFS shows a 
small increment of 1% whereas for the Wfeat this increment is 
about 7% and for the WfeatSFS increases in about 4%. 
 

Table II. Misclassification error rate for the LDA 
classifier using the features selected by the four methods 
 

 
Table III shows the misclassification error rates for the KNN 
classifier (We used k=3 neighbors for datasets having more 
than 5000 instances and k=5 neighbors, otherwise). We can 
see that when the RELIEF is used the average of the 
misclassification error rate for all the datasets increases in a  
3%  with respect to the one using all the features. On the other 

Dataset All 
features RELIEF SFS Wfeat WfeatSFS

Abalone 36.12 38.58 35.60 38.18 35.48 

Breastw 4.00 4.80 3.69 4.83 4.16 
Bupa 32.03 33.39 33.22 32.41 37.41 

Census 17.51 18.67 17.45 17.57 17.46 
Diabetes 22.99 32.84 23.46 23.13 23.23 
Ionosphere 14.62 16.98 16.70 17.26 16.24 
Landsat 16.07 16.41 16.42 17.15 17.61 

Penbased 12.42 18.11 12.42 18.29 16.50 
Segment 8.53 9.15 8.40 9.14 8.54 

Shuttle 5.61 5.66 4.31 5.49 5.00 
Sonar 25.29 26.63 25.38 25.96 22.60 
Waveform 13.93 13.66 13.90 13.86 13.66 

Average 17.43 19.57 17.58 18.61 18.16 
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hand, after SFS the misclassification error rate decreases in a 
10% whereas for the Wfeat this decrement is of 6% and for 
the WfeatSFS decreases in 10%. 
 

Table III.  Misclassification error rate for the KNN 
classifier using the features selected by the four methods 
 
 

Table IV shows the misclassification error rates for the 
RPART classifier. After the RELIEF the average of the 
misclassification error rate for all datasets increases a 7%  
with respect to the one using all the features. After SFS there 
is  a decrement of 6% whereas for the Wfeat increases in a 
4%, and for the WfeatSFS  decreases in 3.5%. 

 
Table IV.  Misclassification error rate for the RPART 

classifier using the features selected by the four methods. 
 

 
Table V shows a comparison of the computing running times 
for all the feature selection methods considered in this paper. 
As we can see the Wfeat is computed much faster than the 

RELIEF. Also the WfeatSFS is computed,  on average, three 
times much faster than the SFS for the three classifiers 
considered.  Notice that the RELIEF performs badly for the 
Diabetes dataset when the three classifiers studied. Also, 
Penbased is a  dataset that gives problems to all the feature 
selection methods except SFS.  
The computer programs were written in C++ and R language, 
and are available upon request from the second author. 

V.  CONCLUSION 
Our empirical results show that our filter method, Wfeat, 
outperforms the RELIEF in both the misclassification error 
rate and the speed of computation for the three classifiers 
considered in the paper. The gain in the computation time is 
quite evident. On the other hand, our proposed hybrid 
method, WfeatSFS, performs similarly to the wrapper 
method, SFS, regarding the misclassification error rate, for 
the three classifiers considered. But, the WfeatSFS  is 
computed much faster than the SFS. 
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Table V.  Computation time (secs.) for the four  feature selection methods including the wrappers with the three 
 classifiers 

 

Dataset RELIEF Wfeat SFS 
LDA 

WfeatSFS
LDA 

SFS 
KNN 

WfeatSFS
KNN 

SFS 
Rpart 

WfeatSFS
Rpart 

Abalone 393.4 1.8 119.1 35.7 70.2 34.5 672.0 230.0 
Breastw 12.3 0.5 51.7 17.1 39.1 11.0 96.6 32.7 
Bupa 1.8 0.1 23.3 8.5 5.4 2.9 50.1 20.2 
Census 3818.7 17.4 1579.9 394.8 2450.6 1150.0 14217.0 4436.6 
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