
 
 

 

  

Abstract— In this paper first a precise mathematical model 
is obtained for four competing or cooperating companies’ stock 
prices and then the optimal buy/sell signals are ascertained for 
five different agents which are trading in a virtual market and 
are trying to maximize their wealth over one trading year 
period. The model is so that gives a good prediction of the next 
30th day stock prices. The companies used in this modeling are 
all chosen from Boston Stock Market. Genetic Programming 
(GP) is used to produce the predictive mathematical model. 
The interaction among companies and the effect imposed by 
each of five agents on future stock prices are also considered in 
our modeling. Namely, we have chosen eight companies in 
order that there is some kind of interrelation among them. 
Comparison of the GP models with Artificial Neural Networks 
(ANN) and Neuro-Fuzzy Networks (trained by the LoLiMoT 
algorithm) shows the superior potential of GP in prediction. 
Using these models; five players, each with a specific strategy 
and all with one common goal (wealth maximization), start to 
trade in a virtual market. We have also relaxed the short-sales 
constraint in our work. Each of the agents has a different 
objective function and all are going to maximize themselves. 
We have used Particle Swarm Optimization (PSO) as an 
evolutionary optimization method for wealth maximization. 
 
Key words: Stock market model, price prediction, Genetic 
Programming (GP), wealth maximization, mean-variance 
portfolio selection, Particle Swarm Optimization (PSO).   

I. INTRODUCTION 
ORECASTING the change in market prices and making 
correct decisions is one of the most principal needs of 

anyone who economical environments concerns him. Time 
series are the most common methods used in price 
prediction [1-3]. But the predominant defect of these 
methods is that they use only the history of a company’s 
price to do a prediction. Recently, there has been growing 
attention to the models that concern the interaction among 
companies in modeling and the use of game theory [4-6] in 
decision making because of providing more realistic models. 
Because of complexity of the mutual effects of each 
company on the others, methods like Artificial Neural 
Networks (ANN), Neuro-Fuzzy Networks and State Space 
(SS) models are used more often for the stock price 
modeling. In [7-10] Neural Network is used to model the 
stock market and make prediction. In [8], Genetic algorithm 
(GA) is incorporated to improve the learning and 
generalizability of ANNs for stock market prediction. The 
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proposed approach has reduced the dimensionality of the 
feature space and has decreased irrelevant factors for stock 
market prediction. In [11] the difference between the price 
and the moving average, highest and lowest prices is used as 
inputs for one-day-ahead price prediction. More over, 
volume of transactions, market indicators and macro 
economic data are also considered as input variables [12]. 
There are also some studies being performed on the 
fluctuations and the correlations in stock price changes in 
physics communities, using the concepts and methods in 
physics [13-14]. In [15] a neuro-genetic stock prediction 
system is introduced, which is based on the financial 
correlations among companies. The genetic algorithm is 
used to select a set of informative input features among them 
for a recurrent neural network. In [16-17], the neuro-genetic 
hybrids for stock prediction are proposed. The genetic 
algorithm (GA) is used to optimize the weights of the neural 
network.  

Producing the right buy/sell signals are also important for 
those who trade in the stock markets. In [18], two simple 
and popular trading rules including moving average and 
trading range breakout are tested in the Chilean stock 
market. Their results were compared with the buy-and-hold 
strategy, and both trading rules produced extra returns 
compared to the buy-and-hold strategy. 

Genetic Programming (GP) is a symbolic optimization 
technique, developed by Koza [19]. It is an evolutionary 
computational technique (like, e.g., genetic algorithm, 
evolutionary strategy, etc.) based on the so-called “tree 
representation”. This representation is extremely flexible 
because trees can represent computer programs, 
mathematical equations, or complete models of process 
systems [20]. In [21] GP is used to produce a one-day-ahead 
model to predict stock prices. This model is tested for a fifty 
consecutive trading days of six stocks and has yielded 
relatively high returns on investment.  

In this paper we use the GP to find the best mathematical 
models for the four companies' stock prices under study. Our 
GP models are able to predict these stock prices for up to the 
next 30 days with acceptable prediction errors in the market. 
Because, the GP is a well known algorithm we will not 
present it in details. However, reference [22] provides a 
good review of the GP algorithm. 

The modeling is done for four companies in Boston Stock 
Market [23]. Selected companies include: Advanced Micro 
Devices (AMD), Ericsson (ERIC), Sony (SNE), Philips 
(PHG), International Business Machines (IBM), Intel 
Corporation (INTC), Microsoft (MSFT) and Nokia (NOK). 
These companies are assumed to have a relationship like 
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competition or cooperation and so their stock prices could 
affect on each other. Letters allocated in parentheses are the 
symbols using which one can access the price data of each 
company. We use the price history of these eight companies 
as inputs to predict our four objective companies’ prices 
including: Ericsson (ERIC), International Business 
Machines (IBM), Sony (SNE) and Philips (PHG). 
Obtained four models precision is compared with two 
traditional methods: (1) Multi Layer Perceptron (MLP) and 
(2) Neuro-Fuzzy Network trained by Locally Linear Model 
Tree (LoLiMoT) method. The data are grouped in two sets: 
the train data (the first 70%) and the test data (the last 30%). 
After modeling the four companies' stock prices, we create 
five agents who trade in a virtual market in order to 
maximize their wealth. These agents (players) will buy or 
sell their in hand stocks according to their uniquely defined 
strategies. Each player has a unique objective function. The 
Buy/Sell actions of each player are obtained so as to 
maximize its objective function in each trading period. The 
maximization is done using the Particle Swarm Optimization 
(PSO) method [24]. 

The structure of the rest of paper will be as follows: In 
section 2, modeling and prediction is discussed. Section 3 
demonstrates the virtual stock market and argues its 
constraints and presumptions. Then in section 4 the results 
of our simulations are shown and finally the conclusion is 
done in section 5. 

II. MODELING AND PREDICTION 
As stated earlier, our primary goal is to obtain a predictive 

model that is able to predict the future stock prices precisely. 
The companies that we are going to predict their stocks 
include: Ericsson (ERIC), International Business Machines 
(IBM), Sony (SNE) and Philips (PHG). We presume that 
these companies have some kind of interrelations with four 
other companies including: Advanced Micro Devices 
(AMD), Intel Corporation (INTC), Microsoft (MSFT) and 
Nokia (NOK). So we downloaded these eight companies’ 
price data from the Boston Stock Market [23]. The 
downloaded data encompasses some information like: daily 
opening price, daily closing price, daily highest price, daily 
lowest price and exchange volume. In this paper, we predict 
the average of daily opening and closing prices. Our data set 
contains sampled price data for the interval of 2001/07/08 to 
2006/03/11. We divided these data in two groups: train data 
(the first 70%) and test data (the last 30%). The test data are 
used to verify the obtained model’s accuracies. The criterion 
used to evaluate these models is the Normalized Mean 
Square Error (NMSE), which is defined as follows: 
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where yi and ŷi are the original and predicted price values, 
respectively. 
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Fig. 1- The prediction error (NMSE) for all companies (using train data) 
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Fig. 2- The prediction error (NMSE) for all companies (using test data) 
 

Figure 1 shows the NMSE values for the train data set 
using GP, ANN (MLP) and Neuro-Fuzzy  networks  (trained 
with LoLiMoT algorithm). Figure 2 depicts this comparison 
for the test data set. 

The GP-based stock price models were initialized with 
some functions and terminals. The terminals included 
random number generators together with integers from 1 to 
16. The functions included: {+, -, ×, ÷, log x, ex, xy}. The 
population sizes were set to 600 except for ERIC, which was 
set to 400. It is noteworthy that the population size was 
initialized to 200 and then increased. Meanwhile the number 
of iterations was set to 80. As it can be seen from figures 1 
and 2, the GP-based price model prediction errors are 
acceptable for the training data set and less than both of the 
MLP and Neuro-Fuzzy models for test data set. 

The only drawback of the GP algorithm is its time-
consuming modeling characteristics, which is acceptable 
comparing to its precise modeling, especially for stock price 
prediction applications that precision is an important factor.  

Until now we have modeled the interactions of eight 
different companies that affect the future price values. But 
due to the fact that buyers/sellers also affect future stock 
prices of the companies, it is essential to include such 
interactions in the modeling. Therefore, after modeling the 
stock prices for the above mentioned companies, we 
augment a new term to our price models in order to include 
the effects of the market players’ actions (buy/sell weights) 
into the future price changes. Since there are not much 
available data on how the buy/sell volumes of the market 
players affect the future prices, we decided to add a new 
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term to show these effects in our price prediction models as 
follows: 
 

 augm ented term W a P rice_vectorγ= × × ×       (2) 
 
where: 
γ: is a weighting coefficient that regulates the impact of the 
augmented term on the models. When γ is large the 
augmented term makes the model deviate from the trend of 
the time-series market historical data. Therefore, one should 
be careful in choosing the γ factor. 
W: is a weight vector that its elements show each 
company’s stock trade impact on future prices. The elements 
of this vector are between 0 and 1. 
a: is the action vector of all players. Its elements are 
between -1 and 1 that show the buy/sell rates of the stocks. 
The negative elements depict selling and the positive ones 
indicate buying the stocks. 
Price_vector: contains the current stock price values in the 
market. 
The best value for the γ factor obtained to be 0.1. The W-
vector was chosen as follows: W = [0.1 0.05 0.1 0.2 0.2 0.2 
0.05 0.1]. This corresponding companies’ symbol vector are: 
[AMD ERIC IBM INTC MSFT NOK PHG SNE]. 

The augmented term makes it possible for us to see the 
effect of each player's market decision on the stock prices 
and other players' wealth (similar to a non-cooperative 
game).  

Our objective in the next section would be to find the best 
market actions (sell/buy of each stock) of each player so as 
to maximize its expected objective function (wealth) in the 
market. Our market simulation studies are done in a Virtual 
Stock Market and by means of an evolutionary optimization 
algorithm (the Particle Swarm Optimization (PSO) method). 
In our simulations a common PSO with inertia was used. 
Table1 shows the parameters used in the PSO optimization. 

III. VIRTUAL STOCK MARKET 
We assume five players (agents) in the stock market. We 
also assume that these players have no stocks at the 
beginning of the market. They just have 5,000,000 USD and 
intend to buy stocks that would maximize their expected 
wealth in the market. The players are free to buy and sell 
stocks in each round of the market. There are 1,000,000 
stocks assumed to be available from each company in our 
virtual stock market (4,000,000 stocks in total). The only 
limitation imposed by the market is the maximum number of 
stocks each player can buy or sell each day. This buy/sell 
volume is limited to 1000 stocks trading per day for each 
company. This constraint is essential because if there is no 
limitation the whole stocks might be bought at the beginning 
of the trading period by one of the players. This way there 
will be no chance for other players to buy some of the 
stocks. Through the augmented term added to the stock price 
models we can see the effect of each agent's action (sell/buy 
stocks) on the future prices and other agents' wealth in the 
market. 

TABLE 1- THE  PSO MODEL PARAMETERS 
Parameter Range [-1, 1] 
Maximum optimization iterations each day 200 
Population size 180 
Acceleration constant 1 2 
Acceleration constant 2 2 
Initial inertia weight 0.9 
Final inertia weight 0.4 
Minimum error gradient 1×10-25 
Epochs before error gradient termination 15 
 

We assume five players (agents) with different objective 
functions and different strategies in the market, but we 
assume that all the agents have access to the stock price 
models (developed in section 2) symmetrically.  
 
The players’ strategies are as follows: 
 
Strategy of player 1: 

This player buys the maximum number of allowed stocks 
when the prediction shows an increase in next 30 day prices 
compared to the average prices of the last 10 days. Also it 
sells the maximum number of allowed stocks when there is a 
decrease in next 30 day prices compared to the average 
prices of the last 10 days. 
 
Strategy of player 2: 

This player uses the Mean-Variance Analysis (MVA). He 
chooses the standard deviation of the expected return (rp) as 
a measure of risk (σp). He plots the opportunity set (efficient 
frontier) for a four-asset portfolio and takes an average risk 
and for an average return each day. A sample opportunity 
set for a four-asset portfolio is shown in figure 3. 

 

 
Fig. 3 – A sample opportunity set for a four-asset portfolio (dotted line: The 
opportunity set with A and B assets only) 
 
Strategy of player 3: 

This player believes in Random Walk Theory. He believes 
that the stock prices are unpredictable and therefore, he buys 
and sells stocks randomly. 

 
Strategy of player 4: 

This player acts just like player 2. The only difference is 
in his risk behavior. This player is risk averse and therefore, 
in each stage plots the efficient frontier of the four-asset 
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portfolio and then selects the buy/sell weights on the knee of 
this curve. Therefore, he selects the minimum risk with 
minimum expected return. 

 
Strategy of player 5: 

This player also acts like player 2 with the difference that 
this player is a risk lover. Therefore, in each stage this 
player plots the efficient frontier of the four-asset portfolio 
and then selects the buy/sell weights with the maximum risk 
and maximum expected return. 
 

The working regions of players 2, 4 and 5 on the risk-
return efficient frontier are shown in figure 4. 
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Fig. 4 – The working regions of players 2, 4 and 5 on the risk-return 
efficient frontier (the red points can be selected in each trading day) 
 
For more information on Modern Portfolio Theory and 
Mean Variance Analysis (MVA) refer to [25]. 

These five players buy and sell in the virtual stock market. 
In the related literature it is usually seen that short-sales are 
disregarded when optimizing the players' objective functions 
and the optimization is just done through stock purchases. 
However, in this paper we have relaxed this constraint and 
allowed the players to buy and sell their stocks when 
needed. 

As stated before, the players try to maximize their wealth 
in each trading day, using the 30-day-ahead price predictive 
models. In the following, we define the objective functions 
for all players and demonstrate their optimization process. 
For players 2, 4 and 5 that the risk values are important in 
their decisions, we define their objective function as 
follows: 

( ) (1 )      ,  2, 4,5
i ii p pE E r iλ λ σ= − − =                  (3) 

where:  
Ei: is the Expected return of player i. 
λ: is a constant between 0 and 1. In fact, this is a weight that 
shows the relative importance of the expected return (E(rp)) 
versus the risk (σp) of player-i. 
For λ=1 the risk term disappears form the objective function 
of player-i: Ei = E(rpi).  

In our market simulation studies, we chose λ={0, 0.5, 1} for 
players {2, 4, 5} respectively according to their defined risk 
behaviors in the market.  

The players' objective functions were optimized with 
respect to their decision variables (stock sell/buy actions) 
using the Particle Swarm Optimization method and the 
results are presented and analyzed in the following section. 

IV. THE MARKET SIMULATION RESULTS 
The market simulation results for the five players are 

presented and analyzed in this section. 
Figures 5 and 6 show the optimal buy/sell actions for 

players 1 and 5 for each company's stock (ERIC, IBM, PHG  
and SNE). The optimal buy/sell actions for players 2, 3 and 
4 are shown in the appendix. In these figures, the buy 
actions are positive, sell actions are negative and no-actions 
are zero.  
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Fig. 5 – The optimal trading actions of player 1 for all companies' stocks 
 

If the buy action gets +1, then the player should buy the 
maximum number of stocks allowed for that company and 
when the sell action gets -1, it should sell the maximum 
number of stocks allowed for that company.  In figure 7, the 
wealth of each player is shown for one trading year period. 
The wealth is measured as the values of the in-hand stocks 
added to the cash amount in-hand for each player. 
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Fig. 6 – The optimal trading actions of player 5 for all companies' stocks 
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As can be seen from figure 7, players 1 and 5 have done 
better than the rest of them in terms of the wealth 
maximization for one year stock trading. In Table 2, the 
average wealth of each player for the trading year is shown. 
Figure 8 shows the expected risk values in each trading day 
for each player. As we expected, player 1 has the minimum 
expected risk over the trading period and has also obtained 
the maximum return from the market. 
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Fig. 7 – The wealth of all players for all days of the trading year  
 

Its strategy was to buy/sell maximum stocks with respect 
to the comparison of the predicted future-prices' trends with 
those of the moving average 10-day-before prices. Since the 
GP prediction models had small prediction errors for the test 
data, this player did well in the market by relying on the 
prediction results. 

Among players 2, 4 and 5 (by referring to figure 7), we 
can see that player 5 with the maximum risk level has made 
the most wealth (expected returns) and stands in the second 
rank (after player 1) in terms of market returns. Player 3's 
strategy was to buy and sell randomly; by referring to 
figures 7 and 8, one can see that his expected returns are 
similar to those for player 2 but, his expected risks values 
are more than other players. 
 
TABLE 2 – THE AVERAGE WEALTH OF EACH PLAYER DURING THE ONE YEAR 
TRADING PERIOD IN THE VIRTUAL STOCK MARKET (IN MILLION DOLLARS) 

Player1 Player2 Player3 Player4 Player5 
11.95 6.388 6.626 6.659 8.651 

V. CONCLUSION 
In this paper we first obtained precise price predictive 

models for four companies’ stocks using the Genetic 
Programming. This model incorporated the effects of the 
players' actions (sell/buy) on the stock prices and other 
players' wealth. After the GP model was verified (using the 
test data from the Boston Market), it was used for making 
sell/buy decisions by five agents that traded in a virtual 
stock market. The trading period was considered one year 
for our market simulation studies.  Five different strategies 
and objective functions were defined for the market trading 
agents (with different risk attitudes).  

The PSO algorithm was used (as an evolutionary 
optimization method) to obtain the  optimal  buy/sell  actions  
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Fig. 8 – The expected risk values for each player over the one trading year 
(P1 to P5 from top to bottom graphs) 
 
for each player in order to maximize their objective 
functions (expected returns).The players' strategies and  their  
expected risk-returns were obtained and analyzed for the one 
year trading period. 

Our market simulation studies showed that the player (P1) 
who made his buy/sell decisions based on the GP model 
future price trends (compared to the 10-day-before moving 
average prices) and traded the maximum number of stocks 
in each trading day was the most successful one in our 
virtual stock market. 
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VI. APPENDIX 
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Fig. 1 – The optimal trading actions of player 2 for all companies' stocks 
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Fig. 2 – The optimal trading actions of player 3 for all companies' stocks 
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Fig. 3 – The optimal trading actions of player 4 for all companies' stocks 
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