
 
 

 

  
Abstract—Dengue Fever, existing throughout the 

contemporary history of mankind, poses an endemic threat to 
most tropical regions. Dengue virus is transmitted to humans 
mainly by the Aedes Aegypti mosquito. It has been observed 
that there are significantly more Aedes Aegypti mosquitoes 
present in tropical areas than in other climate areas. As such, it 
is commonly believed that the tropical climate suits the 
life-cycle of the mosquito. Thus, studying the correlation 
between the climatic factors and trend of dengue cases is helpful 
in conceptualising a more effective pre-emptive control 
measure towards dengue outbreak. In this paper, we proposed 
to use Wavelet transformation for data pre-processing before 
employing a Support Vector Machines (SVM)-based Genetic 
Algorithm to select the most important features. After which, 
regression based on SVM is used to perform forecasting of the 
model. The analytical result drawn from this model based on 
dengue data in Singapore shows improvement in prediction 
performance of dengue cases ahead. This can help the health 
control agency to improve its strategic planning for disease 
control to combat dengue outbreak. The experimental result 
arising from this model also suggests strong correlation between 
the monsoon seasonality and dengue virus transmission. It also 
confirms with previous work that mean temperature and 
monthly seasonality have minimal contribution to the outbreak. 
 

Index Terms— Dengue Fever Modelling, Wavelet, SVM, 
Infectious Disease, Data Mining. 
 

I. INTRODUCTION 
Among all vector-borne diseases, mosquito-borne ones are 

one of the greatest health threats in the world. It is estimated 
that about 50 to 100 million people have been infected by 
dengue virus, which is transmitted to human mainly by the 
Aedes Aegypti mosquito [8]. However, mosquitoes can only 
survive in certain climate conditions, e.g. the Aedes Aegypti 
mosquito dies below the temperature of 0°C [3]. Round the 
world, apart from global warming, the climate has displayed 
enormous short-term abnormalities. This gives greater 
chances for mosquitoes to survive longer and penetrate 
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through the temperate regions that were free from 
mosquito-borne diseases [3]. 

Dengue virus transmits from a female Aedes mosquito to a 
person or vice versa when it bites the person apart from the 
case of vertical transmission passes down to generations of 
mosquitoes.  

A number of factors contribute to the time-series 
transmission profile of the dengue virus, e.g. geographical 
expansion of the presence of the Aedes mosquitoes and its 
associated density, the demographic distribution, mobility 
and susceptibility of human population and etc. This dynamic 
relationship is illustrated in the Fig. 1 below. 
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Fig.1 The dynamics of the spread of dengue virus 

 
A way to model the dynamics of the dengue outbreak is of 

course to precisely model every contributing element in the 
chain. However, it is very difficult to associate factors such as 
mobility of human population to an exact function in the 
model. Previous work done by Fu et al [2] incorporated 
time-lags of weather features into its model to account for 
these factors in its feature selection. This work assumes the 
usefulness of all levels of details present in the feature 
including noise. Although it is able to detect seasonal 
contributing factors to the outbreak of dengue fever, it yields 
a model with large dimensionality of features to describe the 
model which is subject to the problem of curse of 
dimensionality [16]. It also does not perform regression 
learning to test the generality of its feature selection model 
for case forecasting. 

The following sections of this paper describe how a simple 
yet effective model can be constructed to accommodate the 
above constraints. In short, it pre-processes the data using 
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Wavelet Transformation (WT) to separate information at 
different time resolutions superposed in the time-series. It 
then applies Genetic Algorithms (GA) with Support Vector 
Machines (SVM) for feature selection. After which, 
regression based on SVM is used to perform forecasting of 
the model. Conclusions drawn from the results of the sample 
dataset of dengue cases in Singapore have been studied, 
discussed and compared against those from [2]. 

 

II. MODEL CONSTRUCTION 

A. Data Representation 
Data selected for the model should represent many of the 

variables affecting the spread of the dengue virus. Studies 
have shown that the population size of the mosquito depends 
largely on the presence of suitable breeding sites and climate 
conditions. As such, we can make the following 
generalisations of the data into and out of the model in the 
following manner: 
‧ Variations in some of the weather data represent the 

breeding patterns of the Aedes mosquitoes 
‧ The time-series of dengue cases in a relatively confined 

area represents the ensemble of the dengue spreading 
information such as susceptibility of human population 
to the virus and etc 

The coding pattern of the above 2 pieces of information is 
unknown but most likely non-linear. Moreover, not all 
information at different time resolutions superposed in the 
time-series of an input feature, such as temperature, 
contributes to the fluctuation of dengue cases. It might just be 
one or more levels of details or trends encoded into the whole 
signal spectrum. In this model, the data input consists of the 
past dengue cases and 8 pieces of daily weather data, namely 
rainfall intensity, cloudiness, {max, mean and min} 
temperature and humidity.  

B. Wavelet Decomposition 
In order to separate the different levels of details encoded 

into all input elements of the system, wavelet decomposition 
of the time-series inputs is chosen. WT are similar to Fourier 
transforms. The fundamental difference is that instead of 
studying the spectral density of a give signal, WT projects the 
signal onto functions named wavelets with dilation parameter 
a and translation parameter b of its mother wavelet: 
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The continuous WT is defined as follows: 
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where *,*  denotes the scalar product in the space of f(t) 
Hence the reconstructed signal from the WT is: 
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If a finite number of terms are taken to represent the original 
signal, (4) can be rewritten as a multi-resolution 
approximation [16]: 
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This can be interpreted as an ensemble of N levels of 
details {D1...DN} and a level of approximation {AN}. While 
the decomposed signals resemble the fundamental ideas of 
the use of time-lags, it separates signals at different levels 
which in turn separate potential noise from signals. 

C. Genetic Algorithm 
After Wavelet decomposition, each signal input into the 

model generates a series of daughter Wavelets inputs. As 
mentioned earlier, it might not be that all levels of details of 
all input signals are relevant and accountable for the 
fluctuation of the dengue cases. Thus, it is important to devise 
a way to filter those sub-signals that seem irrelevant to the 
output. 

We implemented GA for this purpose with all inputs as 
chromosomes [14]. The evolution of chromosomes starts 
from the original population of data and propagates down 
their generations. In each generation, evaluation of the fitness 
of all individual in the entire population is carried out. Then, 
selection (a proportion of the existing population) and 
modification are done to form a new population and the 
process is repeated. In order to confirm and validate the 
feature selection model and generate a better representative 
set of contributing factors, a cross-validation technique is 
also introduced in this model. The converged solution of 
weights in 0s and 1s represents the non-selection/selection of 
a particular sub-signal by the GA.  

D. Support Vector Machines 
The core part within the GA is to construct the learning 

classifier. Supervised learning technique can be performed to 
correlate our input and output data. SVM is a renowned 
supervised learning method mapping the input vectors to a 
higher dimensional space where a maximum hyperplane is 
drawn [12]. In the case of SVM, given a set of input{(fi, yi)}, 
where yi is the corresponding output to the ith input feature fi. 
Φ(fi) maps fi into a higher dimensional space where a 
possible linear estimate function can be defined: 
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The SVM problem can be solved as a quadratic 
programming problem by optimising for the following sets of 
constraints: 
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where C is the capacity control penalty term. 

E. Regression Learning 
After the SVM-based GA selects the precise features, we 

will then feed these features to a regression learning 
algorithm to generate a prediction model. If the relationship 
is linear, a simple linear regression can be employed. 
Otherwise, a SVM regression (SVR) method based on the 
material discussed in Section D above can be used for 
non-linear learning by setting a threshold ε analogous to the 
function of C in SVM Classification [13]. 

F. Model Assessment Criteria 
We will compare the predicted results to the actual data in 

the following 2 simple ways in order to assess the model. 
1. Mean Squared Error (MSE) 
2. Coefficient of Determination (R2) 

The above two measurements assess the correlation 
between the predicted data and the actual data. A smaller 
MSE suggests a better modelling of the actual data while a R2 
of very close to 1 predicts the same result.  

 

III. RESULTS AND DISCUSSIONS 
As dengue fever happens all year round, we gathered the 

dengue case and weather data in Singapore over the years of 
2001 to 2006. As shown in Fig. 2 below, this set of dengue 
data includes 2 consecutive peaks between Week 160 & 
Week 250 indicated by the 2 arrows. 
 

 
Fig. 2 Weekly Dengue Cases in Singapore from ‘01 to ‘06 

 
As Singapore is an area surrounded by sea, our 

generalisation stated in Section IIA is applicable in this case. 
Thus, the trend discovered in this model in Singapore should 
ultimately be inferential for other areas as well. 

Dengue cases over these years in Singapore are reported 
weekly while climate data from weather stations were 
collected daily. We deal with this resolution difference by 

first performing Wavelet transform of the weather data 
before averaging the samples into weeks. At the same time, 
we discard the finest 3 levels of details generated by Wavelet 
transforms as a down-sampling by 7 makes log2(7) levels 
(approximately 3 levels) of details redundant. The mother 
Wavelet employed here is the Daubechies 6 Wavelet. The 
reconstruction of the signal after suppression of the finest 3 
levels of details shows best approximation of the original 
signal when Daubechies 6 is applied as compared to other 
Wavelets of Daubechies 2 and 4 etc. 

All the input and output vectors are then normalised before 
sending to GA and SVM for learning. This normalisation 
process makes sure that none of the variables in the feature 
selections process is overwhelmed by others in terms of the 
distance measure. In this experiment, a zero-mean univariate 
normalisation is employed to give equal distance measure to 
all features and levels of details. 

We then pass the current dengue cases and decomposed 
current weather series as input features with future dengue 
cases as output into GA with 10 cross-validations to give a 
general model of the data represented. A feature is selected if 
it is selected at least 7 times in the 10 validations cycles. The 
evaluation method employed in GA is a tournament with the 
aim of minimising the root mean squared error. A recursive 
method is used to tune the parameter C for best performance 
(C=1 in this case). There are only 13 terms selected by GA 
which are tabulated in Table 1 below. As compared to 50 
features selected by the model in [2], the dimensionality 
needed to describe the dengue cases is significantly smaller 
in this model. In the Table, the 1st term of a feature denotes its 
most general trend (AN) while the 2nd to 7th term denotes 
different levels of details (DN to D1 respectively, where DN 
denotes the coarsest level of details). 

 
Features Terms selected 
Current 
Dengue Cases Entire series 

Cloudiness 3rd, 4th, 7th 
Max. Temp 4th 
Mean Temp None 
Min. Temp 5th 
Max. Humidity 5th 7th 
Mean Humidity 5th 
Min. Humidity 2nd 
Rainfall Intensity 2nd 5th 

Table 1 GA Selected Features 
 

From the above table, we can spot that either the 4th or 5th 
term is selected in almost all input features. These levels of 
detail correspond to the averaged details of between 2 months 
to 4 months. In Singapore, the climate can be divided into 
two main seasons, the Northeast Monsoon and the Southwest 
Monsoon season, separated by two relatively short 
inter-monsoon periods [7]. Each of these periods has a span 
of 2 to 4 months. This gives rise to a likelihood of close 
relationship between dengue outbreak and seasonality in 
Singapore, i.e. the seasonal change of temperature, humidity 
and rainfall. From the literature reviewed in [3], it has been 
concluded that the rise in temperature does accelerate the 
life-cycle of the mosquito. 
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In [2], Fu suggests that time-lags of {0, 2, 6, 8, 12} weeks 
are considered to be important, which means a time-lag of 4 
weeks is not selected. In our model, a time-lag of 4 weeks 
corresponds to an averaged detail of 4 weeks, i.e. 6th term in 
our feature vectors. From Table 1, none of the 6th terms has 
been selected in this model as well. Thus, both models 
suggest that the contribution of monthly seasonality in 
dengue virus transmission might not be significant 

Moreover, both models suggest that the feature of “mean 
temperature” does not contribute to the prediction models at 
any level. 

The general trend (7th term) present in Cloudiness and Max 
Humidity suggests that some positive correlation between the 
growth of dengue cases and the rise in these 2 features. 

 
 With GA MSE R2 
Linear 
Regression 

No Very Large* 0.15 
Yes 0.083 0.96 

RBF SVR No 0.27 0.75 
Yes 0.091 0.92 

* Very large in MSE can be interpreted as over-fitting 
Table 2 Performance of different approaches 

 

 
(a) Linear Regression without GA Selection 

 

 
(c) Linear Regression with GA Selected Features 

 
 

To investigate our claim that the coding pattern of weather 
data into dengue cases is likely to be non-linear, we perform 
linear regression with greedy constraint side-by-side with 
RBF (Radial Basis Function) SVR. The width γ used in RBF 
is set at the inverse of the sample size (312). The result is 
tabulated in Table 2 and the predictions are plotted in Fig. 3. 

In Table 2, the trained output dengue cases from linear 
regression with GA yields the least MSE and the closest 
correlation with the actual cases. However, RBF SVR with 
GA does produce a similar performance as well. It can also be 
inferred that some of the irrelevant input features have been 
removed by GA in both regression techniques. 

All the 4 example experiments shown in Fig 3 are carried 
out with data from the first 260 weeks as training sets and last 
52 weeks as testing set. This is an illustration of how well the 
fitting and prediction are before and after performing GA 
feature selection. By comparing the prediction results of Fig. 
3 (a) to (c) and (b) to (d), we can see that GA gives a 
significant boost in performance gain. This further supports 
our claim that “not all levels of details for the input factors are 
relevant in affecting dengue cases” with some experimental  
 
 

 
(b) SVR without GA Selection 

 

 
(d) SVR with GA Selected Features 

 
 Fig. 3 Prediction results of different combinations of approaches 
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ground.  In comparison with the accuracy performance of 
linear regression and SVR, although linear regression yields 
a better overall correlation percentage, it is clear from Fig. 3 
that SVR is better in the following: 
‧ More reliable in prediction even in the event of 

over-fitting. This is demonstrated in comparison 
between the Prediction graphs of Fig. 3(a) and Fig. 3(b) 
where prediction of the linear regression goes totally 
out of range, that of SVR stays in the region. 

‧ Better performance in prediction result, although 
training fitting is not as good as linear regression. This 
is illustrated in Prediction graphs of Fig. 3(c) and Fig. 
3(d). The prediction result stays much closer to the 
actual result in Fig. 3(d) than that of Fig. 3(c). 
 

IV. CONCLUSION 
In this paper, we proposed the use of Wavelet 

decomposition as a means of data pre-processing. This 
technique, together with the SVM-based GA feature 
selection, proves to be effective in analysing a special case of 
infectious diseases – dengue virus infection in Singapore. We 
have also shown that SVR is a more stable algorithm in terms 
of forecasting as compared to a simple linear regression 
although it loses the battle in absolute linear fitting. Based on 
the result, we have shown that climate factors are definitely 
important in affecting dengue outbreak in Singapore. The 
analysis result drawn from this paper gives rise to more 
questions along the epidemiological research on dengue 
transmissions at least in the following ways: 
‧ As low frequency terms denotes some general trends of 

the signal, from the results tabulated in Table 1, dengue 
outbreak trend seems to be closely related to the trends 
of rainfall and humidity.  

‧ Although rise in average temperature results in 
accelerating mosquito’s breeding cycle, why is there no 
low frequency term of temperature represented in the 
model? Moreover, why are some moderate frequencies 
(between 2 – 4 months) of both max and min 
temperatures selected in the model? 

‧ As Singapore is an area surrounded by sea, does this 
research finding fit well into other regions with dengue 
prevalence? 

In order to reveal answers to these questions, further work 
has to be done so as to provide a more robust algorithm in 
predicting dengue outbreak. Predictions of longer durations 
ahead, such as 2 weeks onwards, can also be constructed to 
measure the performance of the model. While it is not 
possible to predict all outbreaks of diseases, a model such as 
this is useful in providing some form of risk assessment of the 
disease in a well defined area. 
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