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Abstract—Linear Discriminant Analysis(LDA) is
well-known scheme for feature extraction and dimen-
sion reduction. It has been used widely in many appli-
cations involving high-dimensional data, such as face
recognition. In this paper we present a new variant on
Linear Discriminant Analysis (LDA) for face recogni-
tion by reducing dimensions of input data using ma-
trix representation and after that using singular value
decomposition to reduce dimensions of scatter matrix.
Experiments on ORL face database shows the effec-
tiveness of our proposed algorithm and results com-
pared with other LDA based methods shows that the
proposed scheme gives comparatively better results
than previous methods in terms of recognition rate
and reduced time complexity.
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1 Introduction

Recent years have witnessed a growing interest of re-
searchers in the field of face recognition Problem. This
problem is studied in different fields with different point
of views. There are several application areas where face
recognition in our life such as identification of person us-
ing Credit cards, Passport check, Criminal investigations
etc. Principal Component Analysis (PCA) [1] is one of
the most popular appearance-based methods used mainly
for dimensionality reduction in compression and recogni-
tion problem. PCA is known as Eigenspace Projection
which is based on linearly Projection the image space to a
low dimension feature space that is known as Eigenspace.
It tries to find Eigen vectors of Covariance matrix that
corresponds to the direction of Principal Components of
original data.

Another powerful dimensionality reduction technique is
Linear Discriminant Analysis (LDA) [2]. LDA is a clas-
sical method for feature extraction and dimensionality
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reduction which has been widely used in several classifica-
tion problems. The objective of LDA is to find out the op-
timal transformation matrix so the ratio of between class
scatter matrix and within class scatter matrix reaches to
its maximum. However, in face recognition problems a
critical issue using LDA is the small sample size (SSS) [3]
problem. This problem arrives when there is are small
number of training samples but the dimension of the fea-
ture space is large. This means that the within class
scatter matrix would tend to be a singular matrix and so
the algorithm fails. To overcome this problem some en-
hancements in classical LDA have been proposed. Among
them most popular one is using PCA as a pre-processing
step and then perform LDA so dimensionality reduction
occur during PCA phase. But intermediate dimension
reduction may lead to information lost. Another method
called LDA/QR [4] also has been presented to overcome
the SSS problem by performing QR decomposition. Due
to QR decomposition dimensions of scatter matrices re-
duces because of orthonormal matrix produced by de-
composition. But it has been observed that the class
separability criteria proposed by classical LDA does not
maximize the classification accuracy. It results in pre-
serving the distance of previously well separated classes
but an overlapping of neighbor classes also occurs. To
overcome this problem an extended scheme is also pro-
posed [2] by applying weighting function in the estimation
of scatter matrices. M. Loog [2] has presented an LDA
enhancements algorithm namely relevance weighted LDA
(RW-LDA) by replacing the unweighted scatter matri-
ces through the weighted scatter matrices in the classical
LDA method.

This method alone is not applied because of singularity
problem so we propose a new method LDA-RW with SVD
(Singular value decomposition) using 2DLDA [5] as pre-
processing step which overcomes the singularity problem.
We are representing input data in the matrix form and by
calculating left and right transformation matrices, reduce
the input data dimensions and then we use orthonormal
matrix created by SVD so that the dimensions of scat-
ter matrices reduces and the singularity problem does
not arise. The paper is organized as: Section 2 details
the existing techniques. Section 3 describes the proposed
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method. The effectiveness of our method is compared by
performing tests using well known ORL database. Tests
are carried out and results are compared with other LDA
based methods, such as popular Fisherface method and
the more recent LDA/QR method in Section 2.4. Finally,
Section 5 concludes the proposed algorithm.

2 Review of Previous Approaches

This section details the PCA and the previous LDA lit-
eratures. PCA emphasizes on the data, whereas, LDA
emphasizes on finding the relationships between different
classes.

2.1 Principal Component Analysis(PCA)

PCA is a classical feature extraction widely used in the
area of face recognition to reduce the dimensionality.
PCA seeks to find the vectors that best describe the
data in terms of reproducibility; however these vectors
may not include the effective information for classifica-
tion, and may eliminate discriminative information.

PCA aims to find the eigenvalues of the covariance matrix
C,

c =
1

n

n∑

i=0

(xi − x)(xi − x)T (1)

where x denotes the average of xi.

2.2 Classical LDA

LDA is a well-known technique for finding a set of pro-
jecting vector WLDA best discriminating different classes.
The within-class scatter matrix Sw and the between-class
scatter matrix Sb are defined as below:

Sw =
1

n

c∑

j=1

∑

xεcj

(x − xj)(x− xj)
T (2)

Sb =
1

n

c∑

j=1

ni(xj − x)(xj − x)T (3)

where ni denotes the number of samples in class cj(j −
1, 2, ....c), and n denotes the total number of samples. xj

denotes the average of samples in cth
j class, x denotes

the average of all training samples. One way to find the
transformation matrix WLDA is to use Fisher’s criterion.
It can be achieved by maximizing the ratio as shown in
below equation:

J(WLDA) =
WT

LDASbWLDA

WT
LDASwWLDA

(4)

WLDA can be constructed by the set of largest eigenvalues
of S−1

w Sb. The maximum value of discriminative space is
c − 1, where c denote the number of classes, since the
rank of Sb is c − 1. The number of dimensions after the
dimension reduction step is less than 10 for 11 classes
presented in this paper.

2.3 Relevance weighted LDA(RW-LDA)

The classical LDA criterion is not optimal with respect
to minimizing the classification error rate in the lower di-
mensional space. He tends to overemphasize the classes
that are more separable in the input feature space. As
a result, the classification ability will be impaired. To
deal with this problem, Loog et. al. [2] have proposed
to introduce a weighting function to the discriminant cri-
terion, where a weighted between-class scatter matrix is
defined to replace the conventional between-class scat-
ter matrix. Classes that are closer to each other in the
output space, and thus can potentially impair the classi-
fication performance, should be more heavily weighted in
the input space. According to [2], weighted between-class
scatter matrix Ŝb can be defined as:

Ŝb =

c−1∑

i=1

c∑

j=i+1

w(dij)pipj(mi −mj)(mi −mj)
t (5)

Where pi and pj are the class priors, dij is the Euclidean
distance between the means of class i and class j. The
weighting function w(dij) is generally a monotonically
decreasing function:

w(dij) = d−2h
ij with hεN (6)

Recently, [6] has extended the concept of weighting to es-
timate a within-class scatter matrix. Thus by introduc-
ing a so-called relevance weights,a weighted within-class
scatter matrix Ŝw is defined to replace a conventional
within-class scatter matrix:

Ŝw =

c−1∑

i=1

piri

ni∑

j=1

(xij −mi)(xij −mi)
t (7)

Where ri’s(0 < ri ≤ 1, ∀i) are the relevance based weights
defined as:

ri =
∑

j �=1

1

w(dij)
(8)

Using the weighted scatter matrices Ŝb and Ŝw, the cri-
terion is weighted and the resulting algorithm is referred
to as relevance weighted LDA(RW-LDA).
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2.4 LDA-QR

Recently, Ye et. al. [4] have proposed a novel algorithm
namely LDA/QR. It achieves the efficiency by introduc-
ing QR decomposition on a small size matrix. It is also
stable since all the decomposition and the inversions are
applied to small size matrices. LDA/QR contains two
stages. The first one is to maximize separability between
different classes. This is done by solving the following
optimization criterion:

W = arg max
W tW=1

trace(W tSbW ) (9)

The solution to (9) can be obtained through QR decom-
position as follows:

Let Hb = QR be the QR decomposition on Hb, where
QεRdxt has orthonormal columns, RεRtxt is an upper
triangular matrix and t = rank(Hb). Then W = QG

for any orthogonal matrix GεRtxt solves the optimization
problem in (9). The second stage of LDA/QR incorpo-
rates the within-class scatter information by applying a
relaxation scheme on G. The original problem of finding
optimal W is equivalent to finding G, such that

G = arg min
G

trace((GtŜbG)−1(GtŜwG)) (10)

Where Ŝb = QtSbQ and Ŝw = QtSwQ Note that Ŝb and
Ŝw have much smaller size than the original scatter matri-
ces Sb and Sw respectively. Now, the optimization prob-
lem in [1] can be solved efficiently by solving a small eigen
problem on Ŝ−1

b Ŝw.

3 The Proposed Algorithm

We take input data as matrix and reduce the dimensions
of the input matrix. After that relevance weights used
to discriminate among the classes. When a small sample
size (SSS) problem takes place, such as in the face recog-
nition area within class scatter matrix (sw) is also singu-
lar so LDA-RW will break down. When small sample size
problem is encountered, we propose to use singular value
decomposition (SVD) to overcome this problem. We pro-
pose to use SVD with modified equations of Hb and Hw

defined as follows using LDA-RW method:-

Hb = [α12(m1 −m2), . . . α(c−1)c(mc−1 −mc)] (11)

Hw = [β1(X1 −m1e1), ....., βc(Xc − ecmc)] (12)

So that Sb = HbH
t
band Sw = HwHt

w

Where αij = (W (Dij))
1/2 and βi = (ri)

1/2

w(dij) is a weighting function defined as:

w(d) = ((mi −mj)
τ (mi −mj))

−h, h > 0 (13)

the steps are followed which presents the pseudo code:-

3.1 Algorithm: 2DLDA/SVD

Input: Data matrix X, h, l1, l2

Output: Discriminant projection matrix W

1. Compute the mean Mi of ith class for each i as Mi =
1
n

∑
xεπi

X ;

2. Compute the global mean M = 1
n

∑k
i=1

∑
xεπi

X ;

3. R1 ← (Il2, 0)T ;

4. For j from 2 to N + 1

5. SR
w ←

∑k
i=1

∑
xεπi

(X −Mi)Rj−1R
T
j−1(X −Mi)

T ,

SR
b ←

∑k
i=1 ni(Mi −M)Rj−1R

T
j−1(Mi −M)T ;

6. Compute the first l1 eigen vectors of (SR
w )−1SR

b and
assign it to Lj

7. SL
w ←

∑k
i=1

∑
xεπi

(X −Mi)
T LjL

T
j (X −Mi),

SL
b ←

∑k
i=1 ni(Mi −M)T Lj(Lj)

T (Mi −M);

8. Compute the first l2 eigen vectors of (SL
w)−1SL

b and
assign it to Rj

9. End For

10. L← L(N+1), R ← R(N+1);

11. Reduce input data dimension using X = LT XR

12. Construct Hb and Hw

13. Perform SV decomposition: Hb = USV

14. Compute Ŝb = U tSbUandŜw = U tSwU

15. Compute the t eigenvectors gi of Ŝ−1
w Ŝb in increasing

order, where t = rank(Hb)

16. The projection matrix is W = UG

Where G = [g1, g2, . . .. . ., gt]

4 Experiment Results

The ORL faces database was used to test the proposed
method. In our experiments, we have used a 2.67 GHz
Pentium 4 computer with 512 MB RAM and the MAT-
LAB development environment.
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Figure 1: ORL face database: Example images

4.1 Experiments with the ORL Face
database

The ORL face database consists of images from c = 40
different people, using 10 images from each person, for
a total of 400 images. For the test we randomly take k

images from each class as the training data, with k in
(2,. . . ,9), and leave the rest images to test. Thus we are
identifying which image is exactly recognizes in same
class or which not. In addition to our proposed method
we tested Fisher face method and LDA/QR method
also. K represents the number of images in each class.

K Fisher LDA/QR 2DLDA/SVD

2 63.75 70.25 77.17
3 71.17 72.5 83.17
4 75 76.17 87.25
5 75.5 78.17 88.75
6 81.87 82.75 89.87
7 82.5 85.17 90.25
8 83.75 86.87 92.75
9 87.5 90 94.5

Table 1: Test results: Recognition rate comparison

4.2 Time Complexity

Test are carried out by well known ORL database with
taking c=6 classes and 10 images in each class In graph
we have shown comparative execution time complexity of
FisherFace, LDA/QR and our proposed algorithm. This
Graph shows that our proposed algorithm is much time
efficient.

From these results we can see that LDA/SVD gives better
results.

5 Conclusion

In this paper, we proposed a novel method for face recog-
nition. This method combines the advantages of the re-
cent LDA enhancements namely relevance weighted LDA
and Singular value decomposition and also reduces di-
mensions of input data matrix using 2DLDA concept.
Our method gives better results then previous methods
on the bases of face recognition rate and time complexity.

Figure 2: Time complexity graph
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