
 
 

  
 
Abstract We apply the estimation theory to dependent 
random variables when these variables form a simple and 
constant Markov chain. This type of study was initiated by F. 
Chartier. We are able to obtain maximum likelihood 
estimations for the chain’s parameters. Finally we obtain the 
control limits for the average value in the case of dependent 
variables. 
 
I. Introduction 
 
Let x0,x1,…,xn be a simple and constant Markov chain (the random 
variables are real). We shall assume that these variables form an 
ordered selection and follow a theoretical probabilistic law 
depending upon the real parameters 0,m >σ  and 11 <ρ<− .  
 
More precisely, the transition probabilities  

                       ( )ξ=∈ −1ii xAxP   

 
have the real densities of the form: 
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  We shall estimate the parameters ρσ,,m . 
 
According to Billingsley, we shall take log-likelihood of the 
selection (x0,x1,…,xn ):  
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for sufficiently large n. 
 
 We shall see in the discussion that follows that in some particular 
cases one can obtain estimations with remarkable properties. 
 
    The maximum likelihood system is obtained (for  fixed n) via 
differentiation of ( )ρσ,,mLn  with respect to ρσ,,m . 
 Namely, this system will be: 
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  According to ( )1  and ( )2 , the solution of ( )3  will be given by 
the following formulae: 
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      We shall take into account three particular cases: 

  a) Assuming that 2σ  and ρ  are known, we obtain the               
following estimation for m:  
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Which is an absolutely correct and efficient estimation of parameter 
m. 
 
 b) Now assuming m and ρ  being known, we obtain the 

following estimation for 2σ  :  
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which is an absolutely correct estimation of 2σ .  
 
 c) Finally, assuming m and σ  being known, we obtain the 
following estimation for ρ  (using R.A. Fischer’s results about the 
estimation of the covariance): 
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which is also absolutely correct. 
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 Now we return to the general case. Resolving the system (3) 
according to m, σ  and ρ we obtain the following estimation of 
maximum likelihood: 
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(with ρ  as above) 
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(with ρ  and m  as above). 
 
 So, everything can be expressed in terms at x0, x1,…,xn. 
 
  We demonstrated that the estimations ( )5 , ( )6  and ( )7  are 
consistent (they converge in the probability to the parameters m, 

2σ and ρ). We observe that these estimations are different from 
those obtained if we assume the x0, x1,…,xn are independent in the 
probabilities. 
 
 
II. Generalized limits of control type George 
Obreja 
 
We assume that σ  and ρ  are known from the other studies 
regarding the fabrication process (calculated using the 
equations ( )5 , ( )6 and ( )7 , using many trials). Then we show that 

the estimation m  of medium value m is an absolute correct and 
efficient estimation, which tends at the limit to a normal repartition. 
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The control limits for the verification of the hypothesis 

00 Tm:H = ( 0T  being the midpoint of the tolerance interval) 

with the alternative 01 Tm:H ≠ result from the equation  
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where α  is the risk of the first order. 

Equation ( )8  leads to the following conclusions: 

a) we accept the hypothesis 0H  with the probability α−1 , if 
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b) we reject the hypothesis 0H  and we accept the hypothesis 1H  
with the probability equal to α  in the opposite case. 
 
 In conclusion we obtain the limits of generalized control called 
George Obreja, in the memory of our well known colleague. These 
limits are: 
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We observe that for 0=ρ , the equations become: 
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which represent classical limits of control, calculated with the 
hypothesis that the observations are independent. 
 
 Observations. The limits of generalized control depend also on 
the correlation coefficient ρ , which takes into account the strength 
of the liaison between the variables of the  chain. 
 
 
III. Example 
 
Checking the length of a set of industrial products, the standard 
(accept length) was 42.5 cm with tolerances: +0.2 cm and -0.3 cm. 
So, the acceptable limits are l=42.2 cm, L=42.7 cm. 
 Observing 100 items (in the order of their manufacture), the 
observed values x0,x1,…,xn 
(e.g. 40,42x0 = ,x1=42,45…,x99=42,79) were tabulated. 
 

 Using the formulae ( )5 , ( )6  ( )7  for 2,m, σρ  successively, 
the following values were obtained: 
 

966,0≅ρ ,  

42,42m ≅ ,  

 193,037747,02 ≅σ⇒≅σ                                              
 
    Taking 05,0=α . 
 
 
 The centre of the confidence interval is 

45,42
2

2,427,42T0 =
+

=  

 

Proceedings of the World Congress on Engineering 2008 Vol II
WCE 2008, July 2 - 4, 2008, London, U.K.

ISBN:978-988-17012-3-7 WCE 2008



 
 
 Therefore 
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             So 64,1Z 975,0 = . 

 
 So, the control limits are:  
                                                    
l 230,42136,064.145,421 ≅⋅−=  
                                                    

670,42136,064,145,42L1 ≅⋅+=  
             (accepted from standard point of view), with significance 
level 0, 05. 
 
 
IV. Notes 
 
 A. One can previously estimate ρ=ρ  and σ=σ  and 

get mm = . Then one can compute the statistic Z. 
 
 B. For 0=ρ  we obtain the case of the classical independent 
(more precisely                   uncorrelated) observations and the 

classical limits are l 42,42/
1= and 68,42L/

1 = . 
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