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On the Use of the OWA Operator in the Weighted
Average and its Application in Decision Making
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done so because in the literature there is anafffmoach that
Abstract—We introduce a new aggregation operator that already uses this name [9]. The main advantagehisf t
unifies the weighted average and the ordered weigtd averaging approach is that it unifies the OWA and the WA makinto
(OWA) operator in the same formulation. We call itthe ordered  account the degree of importance of each case én th
weighted averaging — weighted averaging (OWAWA) opetor.  formuylation. Thus, we are able to consider situstioshere
This aggregation operator provides a more complete we give more or less importance to the OWA andwhe

representation of the weighted average and the OWAecause it dependina on our interests and the problem analvsed
includes them as patrticular cases of a more generabntext. We P Ing uri P Y

study different properties and families of the OWAWA operator. We study different properties of the OWAWA operator
We also develop an illustrative example of the neapproach in a ~ and different particular cases. We see that the Calvé the
decision making problem about selection of strategs. WA are particular cases of this general formulation

Moreover, we are also able to unify the arithmetiean (or
Index Terms—OWA operator; Weighted average; Decision simple average) with the OWA operator when the isigf

making; Selection of strategies. the WA are equal. We study other families such hes t
step-OWAWA, the median-OWAWA, the
olympic-OWAWA, the S-OWAWA, the centered-OWAWA,

I. INTRODUCTION etc.

The weighted average (WA) is one of the most common We also analyze the applicability of the new apphoand
aggregation operators found in the literatureaft be used in We see that it is possible to develop an astorgbhiwide
a wide range of different problems including stat ange of applications. The reason is that the OWAWA
economics, engineering, etc. Another interestirgregption ncludes the WA and the OWA as special cases. Torereall
operator that has not been used so much in theatlire, the studies that use the WA or the OWA can be eelvisy

especially because it appeared in 1988, is the redde using this new approach in order to obtain a momapete

weighted averaging (OWA) operator [12]. The OWAanaIyS|s of the problem analysed. For example, ameapply

. . ; . it in a lot of problems about statistics, economics
operator provides a parameterized family of agdiega

tors that f th . 1o the Minir engineering, decision theory, etc. In this paperfaegls on a
operators that range from the maximum 1o thé mimmeor = yacigion making problem about selection of strategirhe

further reading on the OWA operator and some of it§5in advantage of the OWAWA in these problemsas ittis
applications, refer to [1-4,6,8-19]. . . possible to consider the subjective probabilitytfe degree
Recently, some authors [9-11] have tried to unifthb of importance) and the attitudinal character of deeision
concepts in the same formulation. It is worth ngtine work  maker.
developed by Torra [9] with the introduction of theighted This paper is organized as follows. In Section 2oviefly
OWA (WOWA) operator and the work of Xu [11] abobet  reyise the WA and the OWA operator. In Section Jvesent
hybrid averaging (HA) operator. Both models arriveda the new approach. Section 4 analyzes differentli@snof
unification between the OWA and the WA because boigywawA operators. In Section 5 we study the applilgtof
concepts were included in the formulation as paldiccases. the new approach in a decision making problem. Qe

However, as it has been studied in [6], these nsoslm t0 presents a numerical example and in Section 7 wensuize
be a partial unification but not a real one becahsy can the main conclusions of the paper.

unify them but they cannot consider how relevards¢h
concepts are in the specific problem consideredekample,

in some problems we may prefer to give more impueato Il. PRELIMINARIES
the OWA operator because we believe that it is melevant
and vice versa. A. The OWA Operator

In this paper, we present a new approach to unéyaWA
operator with the WA. We call it the ordered wegght
averaging — weighted averaging (OWAWA) operator. W
could also refer to it as the WOWA operator buthage not

The OWA operator [12] is an aggregation operatat th
rovides a parameterized family of aggregation ajoes
etween the minimum and the maximum. It can benddfias

follows.
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OWA(ay, ..., a,) = _ﬁle b 1)
J:

wherelb; is thejth largest of they.
Note that different properties can be studied sashthe

degrees of importance to each case. Note that timrefu
research we will also prove that these models easekn as a
special case of a general OWAWA operator (or ispeetive
model with probabilities) that uses quasi-arithmetieans.
Obviously, it is possible to develop more complesdels of
the WOWA, the HA and the IP-OWA that takes into@aout

distinction between descending and ascending aqrdetfe degree of importance of the OWAs and the WAs (o

different measures for characterizing the weightiector and
different families of OWA operators. Note that i i

probabilities) in the model but they seem to béieidl and
not a natural unification as it will be shown below

commutative, monotonic, bounded and idempotent. ForIn the following, we are going to analyze the OWAWA

further reading, refer, e.g., to [1-4,6,8-19].
B. The Weighted Average

operator. It can be defined as follows.

Definition 3. An OWAWA operator of dimensiom is a

The weighted average (WA) is one of the most commQRapping OWAWAR" — Rthat has an associated weighting

aggregation operators in the literature. It hasyhexed in an
incredible wide range of applications. It can bdirgsl as
follows.

Definition 2. A WA operator of dimension is a mapping
WA: R" — Rthat has an associated weighting vettbmith

w;, 0 [0, 1] andz?:le =1, such that

WA(ay, ...,a,) = _ﬁle a; (2
J:

wherega, represents the argument variable.

The WA operator accomplishes the usual properfidso
aggregation operators. For further reading on wiffe
extensions and generalizations of the WA, see fample
[1-3,5-7,10-11].

Ill. THE ORDERED WEIGHTED AVERAGING WEIGHTED

AVERAGING OPERATOR

The ordered weighted averaging — weighted averagi

vector W of dimensionn such thatw, O [0, 1] and
z?:le =1, according to the following formula:

n
OWAWA (al, ,an) = Z\?lbj
j=1

®3)

whereb; is thejth largest of they, each argumerd; has an
associated weight (WA}, with 3L v, = 1 andv; O [0, 1],
\7j = pw; + (- p)vj with B0 [0, 1] andy; is the weight

(WA) v; ordered according th, that is, according to thh
largest of they;.

Note that it is also possible to formulate the OWAW
operator separating the part that strictly affatis OWA
operator and the part that affects the WAs. Thisagentation
is useful to see both models in the same formuialtiot it
does not seem to be as a unique equation thatsirbfith
models.

Definition 4. An OWAWA operator is a mapping OWAWA:
r%] — R of dimensionn, if it has an associated weighting

(OWAWA) operator is a new model that unifies the @wW vectorW, with X7_,w; =1 andw; 0 [0, 1] and a weighting

operator and the weighted average in the same fatiow.
Therefore, both concepts can be seen as a partzage of a
more general one. This approach seems to be campgiet
least as an initial real unification between OW Argiors and
WAs. It can also be seen as a unification betwesmistbn
making problems under uncertainty (with OWA opersito
and under risk (with probabilities).

Note that some previous models already considdred t

possibility of using OWA operators and WAs in treare

formulation. The main models are the weighted OW.
(WOWA) operator [9-10] and the hybrid averaging (HA

operator [11]. Although they seem to be a good @gqn,
they are not so complete than the OWAWA becausarit

unify OWAs and WAs in the same model but they cah n

take in consideration the degree of importanceaohease in
the aggregation process. Moreover, in some paaticcdses
we also find inconsistencies [6]. Other method$ tloaild be

considered are the concept of immediate probabili

[4,6,15,19]. This method is focused on the proliigilut it is
easy to extend it to the use of WAs because sorestitme
WA is used as a subjective probability. As saidobefthese
an other approaches are useful for some partisitlzations
but they does not seem to be so complete than WWAVBA

A

vectorV that affects the WA, with-/Lv; =1 andv; O [0, 1],
such that:

n n
OWAWA (ay, ...,a,) = ﬁ_zleb,- +(1-/3)_Zlvi 8 4)
1=

J:

wherel; is thejth largest of the argumergsandS U [0, 1].

In the following, we are going to give a simple exde of
how to aggregate with the OWAWA operator. We coesid
the aggregation with both definitions.

Example 1. Assume the following arguments in an
aggregation process: (30, 50, 20, 60). Assumedt@nfing
weighting vectorw = (0.2, 0.2, 0.3, 0.3) and the following
probabilistic weighting vectov = (0.3, 0.2, 0.4, 0.1). Note
tthat the WA has a degree of importance of 70% wihiée
\)Oeighting vectoW of the OWA a degree of 30%. If we want
to aggregate this information by using the OWAW Agior,
we will get the following. The aggregation can kmved
either with (3) or (4). With (3) we calculate thewnweighting
vector as:

because they can unify OWAs with WAs (or with

probabilities) but they can not unify them givingfetent
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V3 =03x02+07x01= 013 . Basically, if 3= 0, then, we get the WA andff= 1, the
Uy = 03%02+07x02= 02 OV¥A c:.per?)totr. Notet rt]hat \i.t ; 1/rt1_, for alli, (thenz we get th)e
A _ unification between the arithmetic mean (or simgplerage
V3 =03x03+0.7x03=03 and the OWA operator.

V4 = 03%x03+0.7x04 =037 By choosing a different manifestation of the weigtt
vector in the OWAWA operator, we are able to obtain
And then, we calculate the aggregation process|ms: different types of aggregation operators. For exanwe can

obtain the partial maximum, the partial minimure fhartial
OWAWA = 0.13x60 + 0.%50 + 0.%30 + 0.3%20 = 34.2.  average and the partial weighted average.

With (4), we aggregate as follows: Remark 1. The partial maximum is found when = 1 andw,
= 0 for allj # 1. The partial minimum is formed when = 1
OWAWA =0.3x (0.2x 60 + 0.2x 50 + 0.3x 30 + 0.3x 20) andw,; = O for allj # n. More generally, the step-OWAWA is
+0.7x (0.3x 30 + 0.2x 50 + 0.4x 20 + 0.1x 60) = 34.2. formed wherw, = 1 andw; = O for allj # k. Note that ifk = 1,
the step-OWAWA is transformed to the partial maximu
Obviously, we get the same results with both method and ifk = n, the step-OWAWA becomes the partial minimum
From a generalized perspective of the reorderieg, stis operator.
possible to distinguish between the descending OVRAW
(DOWAWA) and the ascending OWAWA (AOWAWA) Remark 2. The partial average is obtained whwre 1i for
operator by using; =w*, .1, wherew; is thejth weight of the  all j, and the partial weighted average is obtained vihen
DOWAWA and w*,;.; the jth weight of the AOWAWA ordered position ofis the same as the ordered position of
operator.
If Bis a vector corresponding to the ordered argunignts Remark 3. Another interesting family is the S-OWAWA
we shall call this the ordered argument vector WAds the operator. It can be subdivided into three clagbes:or-like,”
transpose of the weighting vector, then, the OWAWAhe “and-like” and the generalized S-OWAWA operator

operator can be expressed as: The generalized S-OWAWA operator is obtainedvif =
(AN - (a+P) +a,wh= (Lh)(1 - (a+ P) + S andw; =
OWAWA (ay, ..., a,) = wTB (5) Amy(A - (a+ pP) forj=2ton-1, wherea, S0 [0, 1] anda

+ [ < 1. Note that ifa = 0, the generalized S-OWAWA
operator becomes the “and-like” S-OWAWA operatoq &

Note that if the weighting vector is not normalized., W _
“or-like” S-OWAWA operator.

=Z?:1Wj #1, then, the OWAWA operator can be expresseg: 0, itbecomes the

as: Remark 4. Another family of aggregation operator that could
be used is the centered-OWAWA operator. We camdefn
1 n, OWAWA operator as a centered aggregation operatbisi
OWAWA (&g, ..., a) = W J_Z_llebj (6) symmetric, strongly decaying and inclusive. Notat tthese

properties have to be accomplished for the weightector

. . . of the OWAWA operator but not necessarily for the
The OWAWA is monotonic, commutative, bounded an

. . . . ighti tol of the WA. Iti tric v, = Wi, . It
idempotent. It is monotonic becauseif u;, for all a, then, . €9 |ng|; VSC oV o eh o <'S symm/ez “E = Wi 1 q
OWAWA(ay, 2o..... &) > OWAWA(LL, Us..., ). It is ' Strondly decaying when<j < (n + 1)/2 therw; <w an
commutative because any permutation of the argsrizas when_| >12 (n+ .1)/2 therw, < W Itis |ncIu5|v_e it} > 0. Note
the same evaluation. That is, OWAW( a a,) = that it is possible to consider a softening of gexond
OWAWA(U, U L;) where (5, U a")"’is any condition by usingy; < w; instead ofw; < w;, and it is also
permutatior? of zt’r.].é’arg;ljmental( a v ;ﬂ)lt ig boundeq POssible to remove the third condition. We shdtréo it as a
because the OWAWA aggregation is delimitated by thon-inclusive centered-OWAWA operator.

minimum and the maximum. That is, Mg} < OWAWA(a,, . . .
2...., a,) < Max{a}. It is idempotent becauseaf = a, for all Remark 5. For the median-OWAWA, if is odd we assign

. _ W+ 12 = 1 andwi. = 0 for all others. Ifis even we assign for
3, then, OWAWAR, 3., &) =2a. e>(<am)plewn,2 :Win/g) +1=0.5 andys = 0 for all others. For the
weighted median-OWAWA, we select the arguminthat
has thekth largest argument such that the sum of the weight
from 1 tok is equal or higher than 0.5 and the sum of the
weights from 1 tk — 1 is less than 0.5.

Another interesting issue to analyze are the measiar
characterizing the weighting vect@v. Following a similar
methodology as it has been developed for the OW&atpr
[6,12] we can formulate the attitudinal charactie, entropy
of dispersion, the divergence Wf and the balance operator.

Note that these measures affect the weighting v&¢tmut not _ .
the WAs because they are given as some kind ottibe Remark 6. Another t)_/pe of agg_regatmn that could_ b_e gsed is
information. the E-Z OWAWA weights. In this case, we shouldidiptish

between two classes. In the first class, we assigr (1/4)
for j* = 1 tog andwj- = O forj* >q, and in the second class,
we assigw- = 0 forj* = 1 ton - g andwj = (1/g) for j* =n

. . . . —-q+ 1lton.
First of all we are going to consider the two mzaises of the

OWAWA operator that are found by analyzing the Gioent

IV. FAMILIES OF OWAWA OPERATORS

ISBN: 978-988-17012-5-1 WCE 2009
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Remark 7. The olympic-OWAWA is generated when =w;,
=0, and for all others; = 1/(n — 2). Note that it is possible to

all the previous studies that have used the WA® QWA in
the analysis. In this paper, we will consider aisiea making

develop a general form of the olympic-OWAWA byapplication in the selection of strategies. The o$ehe

considering thaty, =0 forj =1, 2, ...k,n,n-1, ...,n—-k+
1, and for all otherss = 1/(n — 2k), wherek <n/2. Note that
if k
olympic-OWAWA. If k = (n — 1)/2, then this general form
becomes the median-OWAWA aggregation. That isy i§
odd, we assigw, + 1y,2= 1, andwj- = 0 for all other values. If
nis even, we assign, for exampig, = W2+ 1= 0.5 andw;

= 0 for all other values.

Remark 8. Note that it is also possible to develop the comtr
case, that is, the general olympic-OWAWA operakorthis
casew; = (1/X)forj=1,2,...knn-1,..,n-k+1, and
w; = 0, for all other values, wheke< n/2. Note that ik = 1,
then we obtain the contrary case for the median-OV#A

Remark 9. A further interesting is the

type

OWAWA operator can be useful in a lot of situatiplnst the
main reason for use it is when we want to consither

1, then this general form becomes the usu&Hbjective probability (or degree of importancepath state

of nature (or characteristic) and the attitudifaracter of the
decision maker in the same problem.

The process to follow in the selection of strategigth the
OWAWA operator is similar to the process developed
[5-6], with the difference that now we are considgra
strategic management problem. The 5 steps of thiside
process can be summarized as follows:

Step 1: Analysis and determination of the significant
characteristics of the available strategies for ¢hepany.
Theoretically, it is represented &= {C,, C,,..., C;,..., Cp},
where C; is the ith characteristic of the strategy and we
suppose a limited numbarof characteristics.

Step2: Fixation of the ideal levels of each characteris

non-monotonic-OWAWA operator. It is obtained when aorder to form the ideal strategy.

=1.

Note that a key aspect of this operator is thatogés not
always achieve monotonicity. Therefore, strictheaking,
this particular case is not an OWAWA operator. Hegrewe
can see it as a particular family of operators tkahot
monotonic but nevertheless resembles an OWAWA dpera

least one of the weights; is lower than 0 an@rj‘zle

Table 1: Ideal strategy
G &

H1 H2

G
Hi

G
Hn

P=

whereP is the ideal strategy expressed by a fuzzy suGsi,
theith characteristic to consider agd [0, 1];i=1, 2, ...n,

Remark 10. Note that other families of OWAWA operatorsis @ number between 0 and 1 for ttfecharacteristic.

could be used following the recent literature abdifferent

Step3: Fixation of the real level of each characteriétir

methods for obtaining the OWAWA weights such adll the strategies considered.

[1-3,6,8,12,14,16].

V. SELECTION OF STRATEGIES WITH THDWAWA
OPERATOR

Table 2: Available alternatives

G &

(k) (k)
1 2

Pe= g u g

The OWAWA operator is applicable in a wide range ofyith k=1, 2, ...,m; wherePy s thekth strategy expressed by

situations where it is possible to use the WA drsl ©WA
operator. Therefore, we see that the applicaliitycredibly
broad because all the previous models, theories teat uses
the WA can be extended by using the OWAWA operdtbe
reason is that most of the problems with WAs deith w
uncertainty. Usually, in most of the problems ia&sumed a
neutral attitudinal character against the WA butaxe still
under uncertainty. Thus, sometimes we may prefeetmore
or less optimistic against this information. Moreowy using
the OWA in the WA, we can under or overestimaterésailts
of a specific problem. Note also that the WA carsben as a
subjective probability.

Summarizing some of the main fields where it issfale to
develop a lot of applications with the OWAWA openatwe
can mention:

» Statistics.

« Mathematics

» Economics

» Decision theory
« Engineering

* Physics

» Etc.

Note that we can use the OWAWA operator in pratijica

ISBN: 978-988-17012-5-1

a fuzzy subset; is theith characteristic to consider an
aJo, 1]; i =1, ...,n,is a number between 0 and 1 for itie
characteristic of thkth strategy.

Step4: Comparison between the ideal strategy and the
different alternatives considered using the OWAWA
operator. In this step, the objective is to expragmerically
the removal between the ideal strategy and thecreifit
alternatives considered. Note that it is possiblednsider a
wide range of OWAWA operators such as those desdriib
Section 3 and 4.

Step 5: Adoption of decisions according to the results
found in the previous steps. Finally, we shouldetake
decision about which strategy select. Obviously,drcision
is to select the strategy with the best result®mting to the
type of OWAWA operator used in the analysis.

VI.

In the following, we present a numerical examplethaf
new approach in a decision making problem abowctieh
of strategies. We analyze an economic problem abwaut
monetary policy of a country. Assume the governnodra
country has to decide on the type of monetary padaise the
next year. They consider five alternatives:

NUMERICAL EXAMPLE

WCE 2009
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Table 4: First aggregation process

» A;= Develop a strong expansive monetary policy. WA AM OWA
* A= Develop an expansive monetary policy. Ay 52 50 56
« A; = Do not develop any change in the monetary A 50 48 57
policy. Az 49 48 52
« A,= Develop a contractive monetary policy. A Sl 50 52
» A= Develop a strong contractive monetary policy. As sl 50 54

In order to evaluate these strategies, the governimes  After that, we will aggregate both models in thensa
brought together a group of experts. This groupsicters that process considering that the OWA model has a degfee
the key factor is the economic situation of theld/@conomy importance of 40% and the probabilistic informat&0% as
for the next period. They consider 5 possible stafenature shown in Table 5.

that could happen in the future:
Table 5: Final aggregated results

* S = Very bad economic situation. WA OWA WAM OWAWA
+ S = Bad economic situation. A 52 56 52.4 53.6
+ S = Regular economic situation. A 50 57 51.6 52.8
+ S, = Good economic situation. As 49 52 49.6 50.2
« S = Very good economic situation. As 51 52 50.8 51.4
As 51 54 51.6 52.2

The results of the available strategies, dependimghe ) )
state of natur§ and the alternativa, that the decision maker ~ Obviously, we get the same results with both meshdfd

chooses, are shown in Table 1. we establish an ordering of the alternatives, &alsituation
if we want to consider more than one alternatient we get
Table 1: Available alternatives the results shown in Table 6. Note that the filsraative in
S S, S S S each ordering is the optimal choice.
A 20 30 50 70 80 i i
A, 10 20 30 90 90 Table 6: Ordering of the strategies _
As 30 30 50 60 70 Ordering
A, 40 40 50 60 60 WA A tAEAs Ao A
As 30 40 50 60 70 OWA Aot As FAs tAG=A,
WAM ActA=AS AL A
In this problem, the experts assume the following OWAWA A A A AL A

weighting vectorW = (0.3, 0.2, 0.2, 0.2, 0.1). They assume

that the WA that each state of nature will hav¥/is:(0.1, 0.2, As we can see, depending on the aggregation opersed,

0.3, 0.3, 0.1). Note that the OWA operator haswpoirtance the ordering of the strategies may be differeneréfore, the

of 40% and the probabilistic information an impaorta of decision about which strategy select may be afferent.

60%. For doing so, we will use Eqg. (3) to calculthe

OWAWA aggregation. The results are shown in Table 2

Table 2: OWAWA weights VIl ConcLUSION

v vy V3

V* 0.18 0.2 0.26 0.26 0.1

Vs Vs We have developed a new aggregation operator thifi¢s
the WA with the OWA operator. We have called it the
OWAWA operator. The main advantage is that it plesgi a
unified framework between the WA and the OWA tHbdves

€s to use both of them in the same formulation and
considering how relevant they are in the specificbfem
considered. We have studied some of its main ptiggeaind
we have seen that it is possible to use a wideerasfg
particular cases in the OWAWA operator.

With this information, we can aggregate the expékct
results for each state of nature in order to mattecasion. In
Table 3, we present different results obtained bkingu
different types of OWAWA operators.

Table 3: Aggregated results We have also studied the applicability of the OWAWA
WA OWA WAM OWAWA operator and we have seen that there are a lobtehpal
Ar 52 56 52.4 53.6 applications that can be developed because in alatiothe
A 50 57 51.6 52.8 studies where it appears the WA or the OWA, itasgible to
Ag 49 52 49.6 50.2 extend the analysis by using the OWAWA operatore Th
Ag ol 52 50.8 514 reason is that the OWAWA generalizes the WA and the
As o1 o4 51.6 52.2 OWA, so for the extreme case that we only wantaiasaer

] . one of them, we simply have to use the particueeof the
Note that we can also obtain these results by ustnd4).  owAWA when we only consider one of these two cotsep
Then, we will calculate separately the OWA and thgye nhave focused on a decision making problem about
probabilistic approach as shown in Table 4. selection of strategies. We have seen the usefibifessing
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the OWAWA operator because we are able to con¥ides
and OWAs at the same time.

In future research, we expect to develop furthéeresions
to this approach by adding new characteristichénproblem
such as the use of order inducing variables, uaicert
information (interval numbers, fuzzy numbers, lirggic
variables, etc.), generalized and quasi-arithmagens and
distance measures. We will also extend this apprdac
situations where we use the probability insteatthefWA and
further developments that have been initially depet in
[6]. We will also consider different applicationsvigg
special attention to business decision making j@roblsuch
as investment and product management.
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