
 
 

 

  
Abstract—We introduce a new aggregation operator that 

unifies the weighted average and the ordered weighted averaging 
(OWA) operator in the same formulation. We call it the ordered 
weighted averaging – weighted averaging (OWAWA) operator. 
This aggregation operator provides a more complete 
representation of the weighted average and the OWA because it 
includes them as particular cases of a more general context. We 
study different properties and families of the OWAWA operator. 
We also develop an illustrative example of the new approach in a 
decision making problem about selection of strategies. 
 

Index Terms—OWA operator; Weighted average; Decision 
making; Selection of strategies.  
 

I. INTRODUCTION 

The weighted average (WA) is one of the most common 
aggregation operators found in the literature. It can be used in 
a wide range of different problems including statistics, 
economics, engineering, etc. Another interesting aggregation 
operator that has not been used so much in the literature, 
especially because it appeared in 1988, is the ordered 
weighted averaging (OWA) operator [12]. The OWA 
operator provides a parameterized family of aggregation 
operators that range from the maximum to the minimum. For 
further reading on the OWA operator and some of its 
applications, refer to [1-4,6,8-19]. 

Recently, some authors [9-11] have tried to unify both 
concepts in the same formulation. It is worth noting the work 
developed by Torra [9] with the introduction of the weighted 
OWA (WOWA) operator and the work of Xu [11] about the 
hybrid averaging (HA) operator. Both models arrived to a 
unification between the OWA and the WA because both 
concepts were included in the formulation as particular cases. 
However, as it has been studied in [6], these models seem to 
be a partial unification but not a real one because they can 
unify them but they cannot consider how relevant these 
concepts are in the specific problem considered. For example, 
in some problems we may prefer to give more importance to 
the OWA operator because we believe that it is more relevant 
and vice versa.  

In this paper, we present a new approach to unify the OWA 
operator with the WA. We call it the ordered weighted 
averaging – weighted averaging (OWAWA) operator. We 
could also refer to it as the WOWA operator but we have not 
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done so because in the literature there is another approach that 
already uses this name [9]. The main advantage of this 
approach is that it unifies the OWA and the WA taking into 
account the degree of importance of each case in the 
formulation. Thus, we are able to consider situations where 
we give more or less importance to the OWA and the WA 
depending on our interests and the problem analysed. 

We study different properties of the OWAWA operator 
and different particular cases. We see that the OWA and the 
WA are particular cases of this general formulation. 
Moreover, we are also able to unify the arithmetic mean (or 
simple average) with the OWA operator when the weights of 
the WA are equal. We study other families such as the 
step-OWAWA, the median-OWAWA, the 
olympic-OWAWA, the S-OWAWA, the centered-OWAWA, 
etc. 

We also analyze the applicability of the new approach and 
we see that it is possible to develop an astonishingly wide 
range of applications. The reason is that the OWAWA 
includes the WA and the OWA as special cases. Therefore, all 
the studies that use the WA or the OWA can be revised by 
using this new approach in order to obtain a more complete 
analysis of the problem analysed. For example, we can apply 
it in a lot of problems about statistics, economics, 
engineering, decision theory, etc. In this paper we focus on a 
decision making problem about selection of strategies. The 
main advantage of the OWAWA in these problems is that it is 
possible to consider the subjective probability (or the degree 
of importance) and the attitudinal character of the decision 
maker. 

This paper is organized as follows. In Section 2 we briefly 
revise the WA and the OWA operator. In Section 3 we present 
the new approach. Section 4 analyzes different families of 
OWAWA operators. In Section 5 we study the applicability of 
the new approach in a decision making problem. Section 6 
presents a numerical example and in Section 7 we summarize 
the main conclusions of the paper. 

 

II.  PRELIMINARIES 

A. The OWA Operator 

The OWA operator [12] is an aggregation operator that 
provides a parameterized family of aggregation operators 
between the minimum and the maximum. It can be defined as 
follows.  
 
Definition 1. An OWA operator of dimension n is a mapping 
OWA: Rn → R that has an associated weighting vector W of 
dimension n such that wj ∈ [0, 1] and ∑ ==

n
j jw1 1, then: 
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OWA(a1, …, an) = ∑
=

n

j
jj bw

1
                             (1) 

 
where bj is the jth largest of the ai.  
Note that different properties can be studied such as the 
distinction between descending and ascending orders, 
different measures for characterizing the weighting vector and 
different families of OWA operators. Note that it is 
commutative, monotonic, bounded and idempotent. For 
further reading, refer, e.g., to [1-4,6,8-19]. 

B. The Weighted Average 

The weighted average (WA) is one of the most common 
aggregation operators in the literature. It has been used in an 
incredible wide range of applications. It can be defined as 
follows. 
 
Definition 2. A WA operator of dimension n is a mapping 
WA: Rn → R that has an associated weighting vector W, with 

wj ∈ [0, 1]  and ∑ =
n
j jw1  = 1, such that  

 

WA(a1, …, an) = ∑
=

n

j
ij aw

1
                                (2) 

 
where ai represents the argument variable. 

The WA operator accomplishes the usual properties of the 
aggregation operators. For further reading on different 
extensions and generalizations of the WA, see for example 
[1-3,5-7,10-11]. 

 

III.  THE ORDERED WEIGHTED AVERAGING - WEIGHTED 

AVERAGING OPERATOR 

The ordered weighted averaging – weighted averaging 
(OWAWA) operator is a new model that unifies the OWA 
operator and the weighted average in the same formulation. 
Therefore, both concepts can be seen as a particular case of a 
more general one. This approach seems to be complete, at 
least as an initial real unification between OWA operators and 
WAs. It can also be seen as a unification between decision 
making problems under uncertainty (with OWA operators) 
and under risk (with probabilities).  

Note that some previous models already considered the 
possibility of using OWA operators and WAs in the same 
formulation. The main models are the weighted OWA 
(WOWA) operator [9-10] and the hybrid averaging (HA) 
operator [11]. Although they seem to be a good approach, 
they are not so complete than the OWAWA because it can 
unify OWAs and WAs in the same model but they can not 
take in consideration the degree of importance of each case in 
the aggregation process. Moreover, in some particular cases 
we also find inconsistencies [6]. Other methods that could be 
considered are the concept of immediate probability 
[4,6,15,19]. This method is focused on the probability but it is 
easy to extend it to the use of WAs because sometimes the 
WA is used as a subjective probability. As said before, these 
an other approaches are useful for some particular situations 
but they does not seem to be so complete than the OWAWA 
because they can unify OWAs with WAs (or with 
probabilities) but they can not unify them giving different 

degrees of importance to each case. Note that in future 
research we will also prove that these models can be seen as a 
special case of a general OWAWA operator (or its respective 
model with probabilities) that uses quasi-arithmetic means. 
Obviously, it is possible to develop more complex models of 
the WOWA, the HA and the IP-OWA that takes into account 
the degree of importance of the OWAs and the WAs (or 
probabilities) in the model but they seem to be artificial and 
not a natural unification as it will be shown below. 

In the following, we are going to analyze the OWAWA 
operator. It can be defined as follows. 

 
Definition 3. An OWAWA operator of dimension n is a 
mapping OWAWA: Rn → R that has an associated weighting 
vector W of dimension n such that wj ∈ [0, 1] and 

∑ ==
n
j jw1 1, according to the following formula:  

 

OWAWA (a1, …, an) = ∑
=

n

j
jj bv

1
ˆ                           (3) 

 
where bj is the jth largest of the ai, each argument ai has an 

associated weight (WA) vi with ∑ =
n
i iv1  = 1 and vi ∈ [0, 1], 

jjj vwv )1(ˆ ββ −+=  with β ∈ [0, 1] and vj is the weight 

(WA) vi ordered according to bj, that is, according to the jth 
largest of the ai. 

Note that it is also possible to formulate the OWAWA 
operator separating the part that strictly affects the OWA 
operator and the part that affects the WAs. This representation 
is useful to see both models in the same formulation but it 
does not seem to be as a unique equation that unifies both 
models.  

 
Definition 4. An OWAWA operator is a mapping OWAWA: 
Rn → R of dimension n, if it has an associated weighting 

vector W, with ∑ =
n
j jw1  = 1 and wj ∈ [0, 1] and a weighting 

vector V that affects the WA, with ∑ =
n
i iv1  = 1 and vi ∈ [0, 1], 

such that:  
 

OWAWA (a1, …, an) = ∑−+∑
==

n

i
ii

n

j
jj avbw

11
)1( ββ        (4) 

 
where bj is the jth largest of the arguments ai and β ∈ [0, 1].  

In the following, we are going to give a simple example of 
how to aggregate with the OWAWA operator. We consider 
the aggregation with both definitions. 

 
Example 1. Assume the following arguments in an 
aggregation process: (30, 50, 20, 60). Assume the following 
weighting vector W = (0.2, 0.2, 0.3, 0.3) and the following 
probabilistic weighting vector V = (0.3, 0.2, 0.4, 0.1). Note 
that the WA has a degree of importance of 70% while the 
weighting vector W of the OWA a degree of 30%. If we want 
to aggregate this information by using the OWAWA operator, 
we will get the following. The aggregation can be solved 
either with (3) or (4). With (3) we calculate the new weighting 
vector as: 
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13.01.07.02.03.0ˆ1 =×+×=v

2.02.07.02.03.0ˆ2 =×+×=v

3.03.07.03.03.0ˆ3 =×+×=v

37.04.07.03.03.0ˆ4 =×+×=v  

 
And then, we calculate the aggregation process as follows: 

 
OWAWA = 0.13×60 + 0.2×50 + 0.3×30 + 0.37×20 = 34.2. 

 
With (4), we aggregate as follows: 

 
OWAWA = 0.3 × (0.2 × 60 + 0.2 × 50 + 0.3 × 30 + 0.3 × 20) 
+ 0.7 × (0.3 × 30 + 0.2 × 50 + 0.4 × 20 + 0.1 × 60) = 34.2. 

 
Obviously, we get the same results with both methods. 

From a generalized perspective of the reordering step, it is 
possible to distinguish between the descending OWAWA 
(DOWAWA) and the ascending OWAWA (AOWAWA) 
operator by using wj = w*n−j+1, where wj is the jth weight of the 
DOWAWA and w*n−j+1 the jth weight of the AOWAWA 
operator. 

If B is a vector corresponding to the ordered arguments bj, 
we shall call this the ordered argument vector and W

T is the 
transpose of the weighting vector, then, the OWAWA 
operator can be expressed as: 

 

OWAWA (a1, …, an) = BWT                             (5) 
 
Note that if the weighting vector is not normalized, i.e., W 

=∑ ≠=
n
j jw1 1, then, the OWAWA operator can be expressed 

as: 
 

OWAWA (a1, …, an) = ∑
=

n

j
jj bv

W 1
ˆ

1
                      (6) 

 
The OWAWA is monotonic, commutative, bounded and 

idempotent. It is monotonic because if ai ≥ ui, for all ai, then, 
OWAWA(a1, a2,…, an) ≥ OWAWA(u1, u2…, un). It is 
commutative because any permutation of the arguments has 
the same evaluation. That is, OWAWA(a1, a2,…, an) = 
OWAWA(u1, u2,…, un), where (u1, u2,…, un) is any 
permutation of the arguments (a1, a2,…, an). It is bounded 
because the OWAWA aggregation is delimitated by the 
minimum and the maximum. That is, Min{ai} ≤ OWAWA(a1, 
a2,…, an) ≤ Max{ai}. It is idempotent because if ai = a, for all 
ai, then, OWAWA(a1, a2,…, an) = a. 

Another interesting issue to analyze are the measures for 
characterizing the weighting vector W. Following a similar 
methodology as it has been developed for the OWA operator 
[6,12] we can formulate the attitudinal character, the entropy 
of dispersion, the divergence of W and the balance operator. 
Note that these measures affect the weighting vector W but not 
the WAs because they are given as some kind of objective 
information.  

 

IV.  FAMILIES OF OWAWA OPERATORS 

First of all we are going to consider the two main cases of the 
OWAWA operator that are found by analyzing the coefficient 

β. Basically, if β = 0, then, we get the WA and if β = 1, the 
OWA operator. Note that if vi = 1/n, for all i, then, we get the 
unification between the arithmetic mean (or simple average) 
and the OWA operator. 

By choosing a different manifestation of the weighting 
vector in the OWAWA operator, we are able to obtain 
different types of aggregation operators. For example, we can 
obtain the partial maximum, the partial minimum, the partial 
average and the partial weighted average.  
 
Remark 1. The partial maximum is found when w1 = 1 and wj 
= 0 for all j ≠ 1. The partial minimum is formed when wn = 1 
and wj = 0 for all j ≠ n. More generally, the step-OWAWA is 
formed when wk = 1 and wj = 0 for all j ≠ k. Note that if k = 1, 
the step-OWAWA is transformed to the partial maximum, 
and if k = n, the step-OWAWA becomes the partial minimum 
operator. 
 
Remark 2. The partial average is obtained when wj = 1/n for 
all j, and the partial weighted average is obtained when the 
ordered position of i is the same as the ordered position of j.  
 
Remark 3. Another interesting family is the S-OWAWA 
operator. It can be subdivided into three classes: the “or-like,” 
the “and-like” and the generalized S-OWAWA operators. 
The generalized S-OWAWA operator is obtained if w1 = 
(1/n)(1 − (α + β)) + α, wn = (1/n)(1 − (α + β)) + β, and wj = 
(1/n)(1 − (α + β)) for j = 2 to n − 1, where α, β ∈ [0, 1] and α 
+ β ≤ 1. Note that if α = 0, the generalized S-OWAWA 
operator becomes the “and-like” S-OWAWA operator, and if 
β = 0, it becomes the “or-like” S-OWAWA operator. 
 
Remark 4. Another family of aggregation operator that could 
be used is the centered-OWAWA operator. We can define an 
OWAWA operator as a centered aggregation operator if it is 
symmetric, strongly decaying and inclusive. Note that these 
properties have to be accomplished for the weighting vector 
W of the OWAWA operator but not necessarily for the 
weighting vector V of the WA. It is symmetric if wj = wj+n−1. It 
is strongly decaying when i < j ≤ (n + 1)/2 then wi < wj and 
when i > j ≥ (n + 1)/2 then wi < wj. It is inclusive if wj > 0. Note 
that it is possible to consider a softening of the second 
condition by using wi ≤ wj instead of wi < wj, and it is also 
possible to remove the third condition. We shall refer to it as a 
non-inclusive centered-OWAWA operator. 
 
Remark 5. For the median-OWAWA, if n is odd we assign 
w(n + 1)/2 = 1 and wj*  = 0 for all others. If n is even we assign for 
example, wn/2 = w(n/2) + 1 = 0.5 and wj*  = 0 for all others. For the 
weighted median-OWAWA, we select the argument bk that 
has the kth largest argument such that the sum of the weights 
from 1 to k is equal or higher than 0.5 and the sum of the 
weights from 1 to k − 1 is less than 0.5. 
 
Remark 6. Another type of aggregation that could be used is 
the E-Z OWAWA weights. In this case, we should distinguish 
between two classes. In the first class, we assign wj*  = (1/q) 
for j*  = 1 to q and wj*  = 0 for j*  > q, and in the second class, 
we assign wj*  = 0 for j*  = 1 to n − q and wj*  = (1/q) for j*  = n 
− q + 1 to n.  
 

Proceedings of the World Congress on Engineering 2009 Vol I
WCE 2009, July 1 - 3, 2009, London, U.K.

ISBN: 978-988-17012-5-1 WCE 2009



 
 

 

Remark 7. The olympic-OWAWA is generated when w1 = wn 
= 0, and for all others wj*  = 1/(n − 2). Note that it is possible to 
develop a general form of the olympic-OWAWA by 
considering that wj = 0 for j = 1, 2, …, k, n, n − 1, …, n − k + 
1, and for all others wj*  = 1/(n − 2k), where k < n/2.  Note that 
if k = 1, then this general form becomes the usual 
olympic-OWAWA. If k = (n − 1)/2, then this general form 
becomes the median-OWAWA aggregation. That is, if n is 
odd, we assign w(n + 1) / 2 = 1, and wj*  = 0 for all other values. If 
n is even, we assign, for example, wn/2 = w(n / 2) + 1 = 0.5 and wj*  
= 0 for all other values. 
 
Remark 8. Note that it is also possible to develop the contrary 
case, that is, the general olympic-OWAWA operator. In this 
case, wj = (1/2k) for j = 1, 2, …, k, n, n − 1, …, n − k + 1, and 
wj = 0, for all other values, where k < n/2. Note that if k = 1, 
then we obtain the contrary case for the median-OWAWA. 
 
Remark 9. A further interesting type is the 
non-monotonic-OWAWA operator. It is obtained when at 

least one of the weights wj is lower than 0 and ∑ ==
n
j jw1 1 . 

Note that a key aspect of this operator is that it does not 
always achieve monotonicity. Therefore, strictly speaking, 
this particular case is not an OWAWA operator. However, we 
can see it as a particular family of operators that is not 
monotonic but nevertheless resembles an OWAWA operator. 
 
Remark 10. Note that other families of OWAWA operators 
could be used following the recent literature about different 
methods for obtaining the OWAWA weights such as 
[1-3,6,8,12,14,16]. 

 

V. SELECTION OF STRATEGIES WITH THE OWAWA 

OPERATOR 

The OWAWA operator is applicable in a wide range of 
situations where it is possible to use the WA and the OWA 
operator. Therefore, we see that the applicability is incredibly 
broad because all the previous models, theories, etc., that uses 
the WA can be extended by using the OWAWA operator. The 
reason is that most of the problems with WAs deal with 
uncertainty. Usually, in most of the problems it is assumed a 
neutral attitudinal character against the WA but we are still 
under uncertainty. Thus, sometimes we may prefer to be more 
or less optimistic against this information. Moreover, by using 
the OWA in the WA, we can under or overestimate the results 
of a specific problem. Note also that the WA can be seen as a 
subjective probability. 

Summarizing some of the main fields where it is possible to 
develop a lot of applications with the OWAWA operator, we 
can mention: 

 
• Statistics. 
• Mathematics 
• Economics 
• Decision theory 
• Engineering 
• Physics 
• Etc. 

 
Note that we can use the OWAWA operator in practically 

all the previous studies that have used the WA or the OWA in 
the analysis. In this paper, we will consider a decision making 
application in the selection of strategies. The use of the 
OWAWA operator can be useful in a lot of situations, but the 
main reason for use it is when we want to consider the 
subjective probability (or degree of importance) of each state 
of nature (or characteristic) and the attitudinal character of the 
decision maker in the same problem. 

The process to follow in the selection of strategies with the 
OWAWA operator is similar to the process developed in 
[5-6], with the difference that now we are considering a 
strategic management problem. The 5 steps of the decision 
process can be summarized as follows: 

Step 1: Analysis and determination of the significant 
characteristics of the available strategies for the company. 
Theoretically, it is represented as: C = {C1, C2,…, Ci,…, Cn}, 
where Ci is the ith characteristic of the strategy and we 
suppose a limited number n of characteristics. 

Step 2: Fixation of the ideal levels of each characteristic in 
order to form the ideal strategy. 

 
Table 1: Ideal strategy 

 C1 C2 … Ci … Cn 

P = µ1 µ2 … µi … µn 

 
where P is the ideal strategy expressed by a fuzzy subset, Ci is 
the ith characteristic to consider and µi ∈ [0, 1]; i = 1, 2, …, n, 
is a number between 0 and 1 for the ith characteristic. 

Step 3: Fixation of the real level of each characteristic for 
all the strategies considered. 

 
Table 2: Available alternatives 

 C1 C2 … Ci … Cn 

Pk = µ1
(k) µ2

(k) … µi
(k) … µn

(k) 

 
with k = 1, 2, …, m; where Pk is the kth strategy expressed by 
a fuzzy subset, Ci is the ith characteristic to consider and µi

(k)
 

∈ [0, 1];  i = 1, …, n, is a number between 0 and 1 for the ith 
characteristic of the kth strategy. 

Step 4: Comparison between the ideal strategy and the 
different alternatives considered using the OWAWA 
operator. In this step, the objective is to express numerically 
the removal between the ideal strategy and the different 
alternatives considered. Note that it is possible to consider a 
wide range of OWAWA operators such as those described in 
Section 3 and 4. 

Step 5: Adoption of decisions according to the results 
found in the previous steps. Finally, we should take the 
decision about which strategy select. Obviously, our decision 
is to select the strategy with the best results according to the 
type of OWAWA operator used in the analysis. 

 

VI.  NUMERICAL EXAMPLE 

In the following, we present a numerical example of the 
new approach in a decision making problem about selection 
of strategies. We analyze an economic problem about the 
monetary policy of a country. Assume the government of a 
country has to decide on the type of monetary policy to use the 
next year. They consider five alternatives: 
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• A1 = Develop a strong expansive monetary policy. 
• A2 = Develop an expansive monetary policy. 
• A3 = Do not develop any change in the monetary 

policy. 
• A4 = Develop a contractive monetary policy. 
• A5 = Develop a strong contractive monetary policy. 

 
In order to evaluate these strategies, the government has 

brought together a group of experts. This group considers that 
the key factor is the economic situation of the world economy 
for the next period. They consider 5 possible states of nature 
that could happen in the future:  

 
• S1 = Very bad economic situation. 
• S2 = Bad economic situation. 
• S3 = Regular economic situation. 
• S4 = Good economic situation. 
• S5 = Very good economic situation.  

 
The results of the available strategies, depending on the 

state of nature Si and the alternative Ak that the decision maker 
chooses, are shown in Table 1. 
 
Table 1: Available alternatives 

 S1 S2 S3 S4 S5 
A1 20 30 50 70 80 
A2 10 20 30 90 90 
A3 30 30 50 60 70 
A4 40 40 50 60 60 
A5 30 40 50 60 70 

 
In this problem, the experts assume the following 

weighting vector: W = (0.3, 0.2, 0.2, 0.2, 0.1). They assume 
that the WA that each state of nature will have is: V = (0.1, 0.2, 
0.3, 0.3, 0.1). Note that the OWA operator has an importance 
of 40% and the probabilistic information an importance of 
60%. For doing so, we will use Eq. (3) to calculate the 
OWAWA aggregation. The results are shown in Table 2. 
 
Table 2: OWAWA weights 

 1v̂  2v̂  3v̂  4v̂  5v̂  

V* 0.18 0.2 0.26 0.26 0.1 
 

With this information, we can aggregate the expected 
results for each state of nature in order to make a decision. In 
Table 3, we present different results obtained by using 
different types of OWAWA operators. 
 
Table 3: Aggregated results 

 WA OWA WAM OWAWA 
A1 52 56 52.4 53.6 
A2 50 57 51.6 52.8 
A3 49 52 49.6 50.2 
A4 51 52 50.8 51.4 
A5 51 54 51.6 52.2 

 
Note that we can also obtain these results by using Eq. (4). 

Then, we will calculate separately the OWA and the 
probabilistic approach as shown in Table 4.  
 

Table 4: First aggregation process 
 WA AM OWA 

A1 52 50 56 
A2 50 48 57 
A3 49 48 52 
A4 51 50 52 
A5 51 50 54 

 
After that, we will aggregate both models in the same 

process considering that the OWA model has a degree of 
importance of 40% and the probabilistic information 60% as 
shown in Table 5. 
 
Table 5: Final aggregated results 

 WA OWA WAM OWAWA 
A1 52 56 52.4 53.6 
A2 50 57 51.6 52.8 
A3 49 52 49.6 50.2 
A4 51 52 50.8 51.4 
A5 51 54 51.6 52.2 

 
Obviously, we get the same results with both methods. If 

we establish an ordering of the alternatives, a typical situation 
if we want to consider more than one alternative, then, we get 
the results shown in Table 6. Note that the first alternative in 
each ordering is the optimal choice. 
 
Table 6: Ordering of the strategies 

 Ordering 
WA A1A4=A5A2A3 

OWA A2A1A5A3=A4 
WAM A1A2=A5A4A3 

OWAWA A1A2A5A4A3 
 

As we can see, depending on the aggregation operator used, 
the ordering of the strategies may be different. Therefore, the 
decision about which strategy select may be also different.  

 

VII.  CONCLUSION 

We have developed a new aggregation operator that unifies 
the WA with the OWA operator. We have called it the 
OWAWA operator. The main advantage is that it provides a 
unified framework between the WA and the OWA that allows 
us to use both of them in the same formulation and 
considering how relevant they are in the specific problem 
considered. We have studied some of its main properties and 
we have seen that it is possible to use a wide range of 
particular cases in the OWAWA operator.  

We have also studied the applicability of the OWAWA 
operator and we have seen that there are a lot of potential 
applications that can be developed because in almost all the 
studies where it appears the WA or the OWA, it is possible to 
extend the analysis by using the OWAWA operator. The 
reason is that the OWAWA generalizes the WA and the 
OWA, so for the extreme case that we only want to consider 
one of them, we simply have to use the particular case of the 
OWAWA when we only consider one of these two concepts. 
We have focused on a decision making problem about 
selection of strategies. We have seen the usefulness of using 
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the OWAWA operator because we are able to consider WAs 
and OWAs at the same time. 

In future research, we expect to develop further extensions 
to this approach by adding new characteristics in the problem 
such as the use of order inducing variables, uncertain 
information (interval numbers, fuzzy numbers, linguistic 
variables, etc.), generalized and quasi-arithmetic means and 
distance measures. We will also extend this approach to 
situations where we use the probability instead of the WA and 
further developments that have been initially developed in 
[6]. We will also consider different applications giving 
special attention to business decision making problems such 
as investment and product management. 
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