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Using the Probabilistic Weighted Average in
Decision Making with Distance Measures
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aggregation operator that uses the WA and the probability in

Abstract—We develop a new decision making method based the same formulation and considering the degree of
on distance measures that uses the probabilistic weighted importance that each concept has in the aggregation.
averaging (PWA) operator. The PWA operator is an Moreover, it also uses distance measures in the aggregation
aggregation operator that unifies the weighted average and the ,yqcess. Note that in this paper we consider the use of the
p;o.t;?bg:iérzzghﬁ]gﬁrggcfﬁrg”r:ggo? 222 ?r?rlf]fe:ngréhzt%engr%se Hamming distance but it is also possible to consider other
or | | on. . . . .
introdﬂce the probabilistic wpc)eighted averagi%g gdistance d!stance measur(?s such as the Euclidean apd the. MkaWSkI
(PWAD) operator. It is a new aggregation operator that uses distance. The main advantage of the PWAD is that it is able to
probabilities, weighted averages and distance measures. Wedeal with probabilities and WAs in the Hamming distance.
study some of its main properties and particular cases such as We analyze several families of PWAD operators such as the
the arithmetic weighted Hamming distance and the arithmetic probabilistic Hamming distance, the weighted Hamming
probabilistic Hamming distance. We also develop an application distance, the arithmetic probabilistic Hamming distance and
in a decision ma}king problem concerning the selection of the grithmetic weighted Hamming distance.

Investment strategies. We study the applicability of the PWAD operator in a
decision making problem concerning the selection of
strategies. We see that depending on the particular type of
PWAD operator used, the results may lead to different
decisions.

This paper is organized as follows. In Section 2, we briefly
review some basic concepts about the Hamming distance, the
In the literature, we find a wide range of methods for decisigmya and the OWAD operator. In Section 3 we introduce the
making [3,7-10,14,17]. A very useful technique for doing se\wAD operator and in Section 4 we develop an application in
is the Hamming distance [4] and more generally all thg decision making problem. In Section 5 we present a

distance measures [3-7,11-14]. The main advantage of Us{igmerical example. Section 6 summarizes the main
distance measures in decision making is that we can compagclusions of the paper.

the alternatives of the problem with some ideal result [3,6].

Thus, by doing this comparison, the alternative with a closest

result to the ideal is the optimal choice. II. PRELIMINARIES
Usually, when using distance measures in decision making,

we normalize it by using the arithmetic mean or the weightedA. The Hamming Distance

average (WA) obtaining the normalized Hamming distancgy,e Hamming distance [4] is a very useful technique for

(NHD) and the weighted Hamming distance (WHD)cqicyiating the differences between two elements, two sets,
respectively. However, sometimes it would be interesting {9 For two setd={ay, ...,a} andB ={by, ...,b;} it can be
consider the possibility of using other types of aggregatiqhfined as follows. T T

operators [1-2]. For example, Merigé and Gil-Lafuente have

suggested the use of the OWA operator [7,15-17] obtainifhinition 1. A weighted Hamming distance of dimension

the OWA distance [7,11,14]. iS a Mappi . n n
" - ppingdwy: [0, 1" x [0, 1" — [0, 1] that has an
Recently, Merigdé has suggested a new model that umﬂg sociated Wévighting vectoWW of dimension n with
the weighted average with the probability [8]. He called it the

probabilistic weighted averaging (PWA) operator. The maig-j=1j =1 andw; 0 [0, 1], such that:
advantage of the PWA is that it is able to unify the probability

Index Terms—Probability; Weighted average; Distance
Measures; Decision making.

I. INTRODUCTION

and the weighted average in the same formulation considering n
the degree of importance that each concept has in the =~ WHD(A B) = (_ZVY la —b; Ij 1)
aggregation. 1=1

The aim of this paper is to present the probabilistic

weighted averaging distance (PWAD) operator. It is a newherea andb; are theith arguments of the sefs and B
respectively.
; A Note that it is possible to generalize this definition to all the
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B. The Probabilistic Weighted Average Definition 4. A PWAD operator of dimensiomis a mapping

The probabilistic weighted averaging (PWA) operator [8] i§WADR R'x R' - Rthat has an associated weighting ve&tor
an aggregation operator that unifies the probability and tisgch thaty; O [0, 1] and y! ¢ =1, according to the
weighted average in the same formulation considering th§llowing formula:
degree of importance that each concept has in the aggregation.
It is defined as follows. n
PWAD (%4, Y1), -, (% Yo)) = 2 ¥]% = Wi (4)
Definition 2. A PWA operator of dimension is a mapping i=1
PWA R" - Rsuch that:
where each argument (individual distancg)- y| has an
n . associated weight (WAY;, with 3" v. =1 andv; O [0, 1],
WA ..o = Sia @ eight (WA with 3. 0o, 1]
j=1 and a probabilistic weighg; with Zin=1 p; =1 andp; O [0, 1],
) ¥ = Bp +@-PB)v; with O[O0, 1] andV; is the weight that
where theg; are the argument variables, each arguraemas unifies probabilities and WAs in the same formulation.

an associated weight (WAywith 3L, v; =1 andv; 0 [0, 1], Note that it is also possible to formulate the PWAD

and a probabilistic weighg; with ¥1, p; =1 andp; O [0, 1], operator separating the part that strictly affects the
o ) = _ probabilistic distance aggregation and the part that affects the
Vi =Bpi + A=Ay with FU[O, 1] andy; is the weight that \eighted Hamming distance. This representation is useful to

unifies probabilities and WAs in the same formulation.  see both models in the same formulation but it does not seem
to be as a unique equation that unifies both models.

C. The OWAD Operator

The O\_NAD (or Ham_mmg OWAD)_ operator [7’11’_14] IS an_, R of dimensiom, if it has an associated weighting vector
extension of the traditional normalized Hamming distance b ) n o

using OWA operators. The main difference is the reorderifg With 2= P =1 andp; 0 [0, 1] and a weighting vectos
of the arguments of the individual distances according to theHat affects the WAD, Withi":lvi =1 andy; O [0, 1], such
values. Then, it is possible to calculate the distance betw: .

two elements, two sets, two fuzzy sets, etc., modifying the
results according to the interests of the decision maker. It C?ﬂNAD((xl,

be defined as follows.

Definition 5. A PWAD operator is a mappir@WAD R" x R"

yl)r <X2! y2>l LN <an Yn>) =
n n
N R =B R|% - %+ @-AXv[x - v Q)
Definition 3. An OWAD operator of dimensiom is a i=1 i=1
mapping OWAD R' x R' — R that has an associated o .
weighting vectoiw, with anle =1 andw; O [0, 1] such where >_|<i -y are the |nd|V|du§I distances afd’ [0, 1].
! If D is a vector corresponding to the argumenqts Y|, we
that: shall call this the argument vector, aMdis the transpose of
the weighting vector, then the PWAD operator can be

n represented as follows:
OWAD((4tt, 1), .., (i th)) = W, D @ P
j=1

PWAD (%0, Y2, %2, Y2, ... (%o y) = W' D (6)

whereD; represents thigh largest of the individual distances
lui —®)|, i andi® O [0, 1], anck =1, 2, ....m. Note that if the weighting vector is not normalized, i.e.,

Note that thls_ definition can be generalized to all tr_le_ regy — % #1, then, the PWAD operator can be expressed
numbersR by using OWADR" x R'— R. Note also that it is
possible to distinguish between ascending and descending
orders. The weights of these operators are related; by n
W*n 1, Wherew; is thejth weight of the descending OWAD PWAD ((Xy, Y1), (X2, Y2, -+ %oy Yi)) = TZ((|>4 - yi| @)
(DOWAD) operator andw*,j.; the jth weight of the Vi=
ascending OWAD (AOWAD) operator.

1

Note thatPWAD (<X11 yl>1 <X2! y2>1 ey <Xn: yn)) =0 if and
only if x; = y; for alli O [1, n]. Note also thaPWAD ({x1, Y1),
ll. THE PROBABILISTIC WEIGHTED AVERAGING DISTANCE (X2 ¥2), -+, (Xu Yn)) = PWAD (1, X2), (Y21 X2, -5 (Y Xn)-
OPERATOR The PWAD operator is monotonic, bounded and

I . . . idempotent. It is monotonic becauseif4y|> |5 —t|, for all
The probabilistic weighted averaging distance (PWAD
P 9 oing ( — v, then PWAD (X5, Y2, (X, Y2), -, (X Ya) = PWAD

operator is a distance measure that uses the WA and e is bounded b h
probability in the normalization process of the Hammin (S, ), (%2, t2), ..., (S tw). Itis bounded because the PWAD

distance by using the PWA operator. It can be defined ggrggatiqn is delimitated by the minimum and the maximum.
follows for two Set& = {Xs, %o, -, %} and Y = {y1, Vo, ...,ye}. 1 Natis, Min{k —yi[} < PWAD (0, o, (X, Y2, -y (Xow Y)) <
Max{|x —Vi[}. It is idempotent because ¥ |-y| = k -], for

all |Xi _yil’ then,PWAD«X]_, yl>! <X21 YZ>1 LR ] <Xn: Yn» = IX _yl
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for a” b(i _yi|! then,PWAD«Xl, yl>a <X21 y2>1 ey <Xna yn)) = |X - V. NUMERICAL EXAMPLE

yl. . . In the following, we are going to develop a brief illustrative
The PWAD operator includes many particular types qfyample of the new approach in a decision making problem

distance measures. For example, we can consider the W cerming the selection of investment strategies. Assume a

main cases found by analyzing the coeffici@nBasically, if  gecision maker wants to invest some money in a market. After

B=0, we get the weighted Hamming distance (WHD) atl if analyzing the market he considers five possible alternatives.
= 1, the probabilistic Hamming distance (PHD). Note that if

= 1M, for all i, then, we get the arithmetic probabilistic « Invest in Europes;.
Hamming distance (APHD). And i = 1/, for alli, then, we «  Invest in North AmericaA,.
get the arithmetic weighted Hamming distance (AWHD). R

Invest in AsiaAs.

« Investin the three regionéy.

« Do not develop any investmemn;.
IV. DECISION MAKING WITH THE PWAD OPERATOR

The process to follow in decision making with the PWAD After careful review of the information, the decision maker

operator is similar to the process developed in [3,7,11-14stablishes the following general information about the
with the difference that now we are considering a problem ofvestments. He has summarized the information of the
selection of investment strategies. The 5 steps to follow cawvestments in five general characteristics {C;, C,, Cs, Cy,

be summarized as follows: Cs}.
Step 1: Analysis and determination of the significant
characteristics of the available investment strategies for the e Cy: Benéefits in the short term.
company. Theoretically, it will be represented as follaWs: e C, Benefits in the mid term.
{Cy, Cy,..., C,..., C}, whereC;is theith characteristic of the «  C3 Benefits in the long term.
investment and we suppose a limited numbef required «  Cj Risk of the investment.
characteristics. «  Cg Other factors.
Step2: Fixation of the ideal levels of each characteristic in
order to form the ideal investment strategy. The results are shown in Table 3. Note that the results are

) valuations (numbers) between 0 and 1.
Table 1: Ideal investment

G G G G Table 3: Characteristics of the investment strategies.

P 1 o .. i . n C C, Cs C, Cs
Aq 0.7 0.6 0.8 0.6 0.5
whereP is the ideal investment expressed by a fuzzy subsetA2 0.6 0.8 0.4 0.5 0.7
C; is theith characteristic to consider and] [0, 1];i = 1,2, As 0.6 0.6 0.8 0.4 0.8
..., N, is a number between 0 and 1 for ithecharacteristic. A4 0.4 0.8 0.6 0.7 0.5
Step3: Fixation of the real level of each characteristic for Ag 0.8 0.6 0.4 0.8 0.6

all the investments considered.
According to the objectives of the decision maker, he

Table 2: Available alternatives establishes the following ideal investment. The results are
G G G G shown in Table 4.
P ® ® . ® . ®
¥ f fz A fin Table 4: Ideal investment strategy.
. . . G & Cs Ca GCs
withk=1, 2, ..., m; wherePy is thekth investment expressed 0.8 0.9 1 0.9 08

by a fuzzy subset; is theith characteristic to consider and
(k) . .

w410, 1]; i=1, ...,n, is a number between 0 and 1 for the |, ,. o . o . .

ith characteristic of thith investment. With this information, it is possible to develop different

Step4: Comparison between the ideal investment and th{%\?&?ﬂs(‘en?aztergteon thli thé Alzxgr?qerlztorwf:r czilsi(cjtg:g tk?g
different alternatives considered using the PWAD operator. gy bie,

) ST . normalized Hamming distance (NHD), the weighted
In this step, the objective is to express numerically t : . I .
: . . amming distance (WHD), the probabilistic Hamming
removal between the ideal investment and the differe

alternatives considered. Note that it is possible to ConsideH'Stance (PHD), the arithmetic weighted Hamming distance

) ; (/Q—WHD), the arithmetic probabilistic Hamming distance
stfceti(;inBQZn(()jffWAD operators such as those descr'bed(,l&l-PHD) and the probabilistic weighted Hamming distance

Step 5: Adoption of decisions according to the result§P:jNAD)' er_assurtne thﬁ? gb%)tha;;[_;s,:::e \p;\r/(;bab(lj:lty has f
found in the previous steps. Finally, we should make t (yeg(;z/e OI 'mpor ancet;) foll o while .em N (?1 egjrzee °
decision about which investment select. Obviously, o 6. We also assume the following weigtis= (0.1, 0.2,

choice will be the investment with the best results accordi 2, 02 ql;gi)fng =(03,0.3,0.2,0.1, 0.1). The results are
to the particular type of PWAD operator used. ownin Taple .

ISBN: 978-988-17012-9-9 WCE 2010
ISSN: 2078-0958 (Print); ISSN: 2078-0966 (Online)



Proceedings of the World Congress on Engineering 2010 Vol I
WCE 2010, June 30 - July 2, 2010, London, U.K.

Table 5: Aggregated results. (5]
NHD WHD PHD A-WHD A-PHD PWAD

A 024 022 0.26 0.232 0.252 0.244  [g]

A, 028 0.26 0.27 0.272 0.274 0.266

As 022 024 022 0228 022 0228 !

A, 028 028 0.27 0.28 0.274 0.274

As 024 024 0.26 0.24 0.248 0.248 [8]

As we can see, depending on the particular type of PWAD)
operator used, the optimal choice is different. Therefore, it is
interesting to establish an ordering of the investments for edéfl
particular case.

[11]
Table 6: Ordering of the investments
Ordering Ordering
[12]
NHD  AgtA=AstA=A;  AWHD  AgtAtAstAstA,
WHD A fA=AstAIA;  A-PHD  AgfAgtAtA=A,  [13]
PHD AgtA=AstA=As  PWAD  AstAstAstAotAs

As we can see, depending on the particular type of distance
aggregation operator used, the results may be differdif]
leading to different decisions.

[16]
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use of the PWAD operator. The PWAD operator is a hew
aggregation operator that uses probabilities and WAs in the
Hamming distance. Its main advantage is that it is able to
unify the probability and the WA in the same formulation and
considering the degree of importance that each concept may
have in the aggregation. We have studied several properties
and particular cases including the weighted Hamming
distance, the probabilistic Hamming distance, the PWA
operator, the arithmetic weighted Hamming distance and the
arithmetic probabilistic Hamming distance.

We have also developed an application of the new
approach in a decision making problem concerning the
selection of investment strategies. We have seen that
depending on the particular type of PWAD operator used, the
results may lead to different decisions.

In future research, we expect to develop further
developments by using generalized and quasi-arithmetic
means. We will also develop a more complete formulation by
using OWA operators and unified aggregation operators.
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