
 
 

 

 
Abstract - Information representation and reasoning strategies 
are important aspects of information retrieval that facilitates 
adaptability. Unfortunately, most research focus has been on 
the representation, leaving the users’ information need at the 
mercy of the system. Reasoning strategies assists with some 
level of intelligence in adapting user queries to the content of the 
database, thereby reducing the possibilities of “no match” in the 
face of available information. Query incongruity can result 
from uncertainty, misinformation, misrepresentation, lack of 
adequate knowledge in a domain, and phonological 
transposition amongst other.  A particular focus is meeting the 
information need of the dyslexics. We proposed a Fuzzy 
String-Matching model to tailor and assist in information 
retrieval resulting from incoherent user queries. Our model 
fared well in assisting user’s access to desired information 
consequent on the fuzzy reasoning model strategy. 
 

Index Terms—Fuzzy String-Matching, Fuzzontology, 
Information Representation, Information Retrieval, Reasoning 
Strategy,  
 

I. INTRODUCTION 

  The exponential growth in the available information 
witnessed in the last decade has resulted in the proliferation 
of information retrieval objects, which consist of algorithms, 
methods, technologies and tools. These objects are saddled 
with the responsibility of ensuring user access to prompt and 
adequate information, however, the story is not always as 
expected. Information retrieval (IR) is the scientific 
discipline concerned with the analysis, design and 
implementation of computerized systems aimed at addressing 
the representation, organization of, and access to vast amount 
of heterogeneous information already encoded in digital 
format [21] . 

The expectation from any Information Retrieval System 
(IRS) is to make available such information considered 
pertinent to a user’s query (formally expressed in the 
system’s query language). Unfortunately, these goals are not 
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deterministic sequel to the presence of uncertainty and 
vagueness embedded in many parts of information retrieval 
process [7]. Canfora & Cerulo [5] opined that a key feature of 
an IRS is the retrieving the document satisfying the 
information need of a user from amongst huge collection of 
documents. These systems, in web context are referred to as 
search engines. In a bid to facilitate ease of search, user 
information request are represented by keywords or phrases 
that are indexed. These representations are known as queries, 
and the indexing can assume diverse terms depending on the 
tools, however, ranked IR methods are popular i.e. 
documents are ranked based on measure of relevance as 
compared to user’s request. 

The expectation is thus on the IRS to appropriately deal 
with the concept of uncertainty and vagueness which has 
been majorly ignored in commercial IRS. Another user 
expectation is the expected flexibility in IR process. 
Flexibility in this regards implies the capability of the system 
to manage imperfect (vague and/or uncertain) information, 
and also to adapt its behaviour to the user context. Centrally, 
the main goal in IR is the quest to the set of relevant 
documents, amidst large collection in a bid to satisfy the 
information need expressed in form a query by a user [8]. We 
note that these large documents can be in form of texts, 
images, video, audio, mediums, or sometime in a multiple 
format of any combination of the above mentioned but the 
focus is on text documents. 

The rest of the paper is organized as follows: we take a 
look at information retrieval and search engines’ operation in 
section II. Section III comprises of information 
representation and reasoning strategies. We introduced our 
model in section IV with real life examples and section V 
concludes the work. 
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II.  INFORMATION RETRIEVAL & SEARCH TOOLS  

Search engines are resources to assist users in 
information retrieval. Information retrieval is inherently 
predicated on users searching for information from their 
“information need” that result from the interpretation of the 
decisional problem. Apart from the quality of data and 
information in the data warehouse, the volume, timeliness of 
the information to the decision maker is equally important. 
While the information need might be right, inherent errors 
resulting from dirty data are detrimental to the overall goal of 
information retrieval.  

Since most search operations are performed on the internet or 
corporate organizations expensively constructed and 
maintained data warehouses, [4] submitted that the main 
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difference with the classic model for IR and the one 
augmented for the web lies in the replacement of “Matching 
Rules” in the former with “Search Engines” in the latter. This 
is shown in figure 1 below.  

[4] linked information need with some set of tasks. 
Information need is usually verbalized (silently, mentally, 
and not necessarily loud) and this is translated into query 
submitted to the search engines. This information need 
determine the nature of the queries submitted for selection 
from a collection of documents (corpus) based on the 
matching rules. This background allows recognizing 
different sets of users. A user can either be experienced, 
versed, or inexperienced. The manner via which each of these 
users constructs their query goes a long way to determine the 
probable result from the databases. 

In the area of cognitive model for web search [13] and 
[11] explore user’s mental model for search engines with 
other related results presented in [6]. In all these models, 
there is an agreement that web searches are sequel to user’s 
information need. 

There are established models of IR which are the 
Boolean, Vector space, Probabilistic, and Fuzzy models. 
Various implementations of these models are in existence, 
but more and more surfaces as their limitations become 
apparent for retrieval purposes. Another popular approach to 
IR is based on the method of analysis of natural language 
[20]. It was however found out that this method is limited in 
the level of deepness of the analysis of the language, and their 
consequent range of applicability i.e. satisfying 
interpretation of the documents’ meaning needs a too large 
number of decision rules even in narrow application domains 
[7] . Inexact string matching has also been adopted in many 
realms [24]  but the flexibility of this method is not 
appropriate in vague, uncertain and dynamic environment. 

The main components of IRSs are: collection of 
documents, a query language allowing the expression of 
selection criteria synthesizing the user’s needs, and the 
matching mechanism which estimates the relevance of the 
documents to the query [16]. Attempt to estimate the 
relevance of each document with respect to a specific user 
need is based on a formal model which provides a formal 
representation of both documents and the user queries. Using 
the trio of documents collection, query language and the 
matching mechanism in an IRS, the input represents the 
user’s query while the corresponding output reflects the 
relevance estimation of the user information need (query) and 
the information collection. 

Apart from the query language, of importance is the 
representation of the document’s information content, this 
takes the form of keyword extraction and weighing. It is 
however worth noting that documents representation are 
done without taking into cognizance the subjective view of 
the users on the documents [2]. Attempt at making sure that a 
user retrieve documents “relevant” to her query necessitate a 
formal representation of the documents contents known as 
“Indexing”. 

 

 
 
Fig. 1: Web-Augmented Classic Information Retrieval 
Model [4]  
 
With this method, analysis of a document is followed by a 
surrogate describing the document in the index. With this in 
mind, a query to an IRS provides either an exact answer or a 
ranking of document with highest possible relevance [9]. The 
result thus is a function of the formal model adopted in 
designing the system.  

 

III. INFORMATION REPRESENTATION AND REASONING 

STRATEGISTS 

Modeling the process of information retrieval is 
generally complex consequent upon the fact that it is 
multifaceted and inherently endowed with vague concepts 
difficult to formalize. Human component has been of focus 
lately considering the issue of relevance, information need 
and other subjective factors. The importance of reasoning 
strategy employ alongside the representation of information 
has necessitated the improvement made on figure 2. 
Reasoning strategy facilitates the representation of similarity 
problem in computing the relevance of a document with 
regards to submitted queries [5].  

Our first consideration is the representation of an 
information retrieval model by [12]. Information retrieval 
model was characterized by a set of quadruple given as {D, 
Q, F, R(q, d)} and these factors were defined as follows: 
 D is a set of logical views for the documents in the 

collection, it is a representation component;  
 Q is a set of logical views for the user information needs, it 

is a representation component;  
 F is a framework for modeling document representation, 

queries and their relationships,  it is a reasoning 
component;  

 R(q, d) is a ranking function which associates a real 
number with a query q  Q and a document d  D. It is a 
reasoning component. 

The disparities in consideration of both components of 
information retrieval models have been the basis for the 
lopsided query results for users’ information needs. The 
available tools for retrieval is based majorly on 
representation and less on reasoning, thus result for the query 
will be based on either being relevant or irrelevant and not 
necessarily accommodating some vagueness and uncertainty 
in the retrieval operation (fig. 2). 
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Fig. 2: Proposed model for Information retrieval 

IV. MODEL DESCRIPTIONS 

The need for accommodating vagueness and uncertainty 
in database representation has been the basis for the 
introduction of fuzzy systems into the field. Popular soft 
information retrieval models are based on fuzzy set theories 
and the connectionist (neural networks) theory. Considering 
the Boolean query where achieves are partitioned into two 
i.e. the relevant documents and the irrelevant documents. 
This crisp partitioning are liable to reject relevant items 
because of strict queries and sometime bring out irrelevant 
results [19]. Fuzzy modelling IR approach is based on the use 
of linguistic information at various level in the retrieval 
process [3]. Another approach employing fuzzy method is for 
defining flexible query languages capable of capturing the 
vagueness of user needs as well as simplifying user-system 
interaction.  

Our choice of information retrieval tasks include, but not 
limited to: Ad hoc retrieval [22], Known item search, and 
Interactive retrieval [17]. Other variation of this is the 
classical relevance feedback approach [18]. 

Designated retrieval activities have formed the basis on 
which contextual information access, seeking and retrieval is 
founded. Its importance lies in the fact that, “if you can know 
your user, you are likely going to treat her/him in a special 
manner”. We believed and agreed with other proponents of 
user centred information access that there should be a level of 
flexibility incorporated into retrieval activities to guide 
against the problem of “no result in the presence of 
information”. These inadequacies have been linked to the 
kind of query and documents representation alongside mode 
of relevance determination employed by the system.  

A fuzzy matching program can operate like a spell 
checker and spelling-error corrector. For example, a user can 
types "Misissippi" into Yahoo or Google (both of which 
employ some level fuzzy matching), a list of hits is returned 
along with the question, "Did you mean Mississippi?" 
Alternative spellings, and words that sound the same but are 
spelled differently, are given. A fuzzy matching program can 
compensate for common input typing errors, as well as errors 
introduced by optical character recognition (OCR) scanning 
of printed documents. The program can return hits with 
content that contains a specified base word along with  

 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
prefixes and suffixes. For example, if "planet" is entered as a 
search word, hits occur for sites containing words such as 
"protoplanet" or "planetary".  

A. The Fuzzy String Matching Model 

The Fuzzy string matching operation is extremely 
important whenever the search algorithm encounters two 
strings that are unalike. Our rationale for this task is born out 
of the fact that whenever there exist no direct relationship 
between two strings, the strings may still have some things in 
common. Fuzzy string matching is our attempt to guide 
against the risk accruable form some class of dirty-data, 
which include strings that are miss-spelt, inconsistent entries, 
incomplete context, different ordering and ambiguous data. 
Consider the strings ‘onifade’ and ‘onitade’. The two strings 
are practically the same, but for the character‘t’ in the later. 
The problem arises when a typical matching algorithm 
encounter this entry, once no direct relationship can be 
established, it would be ignored. However, when viewed 
fuzzily, the two strings have a lot in common. Firstly, we can 
establish that the substring ‘oni’ and ‘ade’ are in the same 
position when the two strings are analyzed concurrently. 
Another point is that they both have the same number of 
character and thus the main problem is either in misspelling 
or transposition. 

The above described scenario formed the basis for the 
Fuzzy string matching algorithm analyses shown in figure 3. 
In other to favourably and concurrently compare the user’s 
string and the database contents, two dynamic buffers were 
created at the commencement of the operation. One holds the 
unmatched characters of the user sub input ‘buffer1’ and the 
other holds the unmatched characters of the database 
substring ‘buffer2’. The algorithm then scans the character 
content of the two strings concurrently. When the characters 
are similar, the variable indicating how many characters were 
matched is incremented. If the characters are dissimilar, the 
two characters are stored in buffer1 and buffer2 respectively. 
After all the characters might have been compared, it gets to 
the end of one of the strings (in the case where the size of the 
two strings are not the same), the fuzzy match value is 
calculated based on the level of containment or 
belongingness (via fuzzy membership function ‘func1()) of 
the matched character size and the size of the database 
substring (see Fig. 3). The above operation does not do away 
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with the unmatched characters, instead they are considered to 
generate some other entries to be displayed alongside the 
retrieved entries. 

While this could generate a high volume of redundant 
entries, the user has the opportunity to decrease the level of 
fuzziness and thus reducing the number of entries. We 
considered the above as exigent for two reasons, extreme 
cases of misspelling as in the cases of dyslexia, and when the 
supplied query forms a subset of the database content but not 
a whole e.g. ‘Oberman’ and ‘Hoberman’.  

B. Unmatched Characters Comparison 

 
Case study 1: Dyslexia 
The word dyslexia is a learning disorder which manifests 
itself as a difficulty with reading and spelling. It was tagged 
as a neurological disorder in [14]. It has however been 
considered in learning disability, language disability, and 
reading disability [23] etc. Estimates showed that America 
has between 5 – 17% of her populations in this group of 
people. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 3: Fuzzy String Matching Model 
 

Common symptoms of a dyslexia include: difficulties in 
identifying or generating rhyming words, or counting 
syllables in words (Phonological awareness), difficulties in 
segmenting words into individual sounds, or blending sound 
to make words (Phonemic awareness). Other include 
difficulties with word retrieval or naming problem, and 
difficulties in distinguishing between similar sounds in 
words, mixing up sounds in multisyllable words (auditory 
discrimination) e.g. “aminal” instead of animal, “bisgetti” for 
spaghetti. It has however been established that being dyslexic 
does not inhibit intelligence and thus are equally involved in 
information search for their information need [10]. 

Dyslexics for example could spell a word with the same 
character content but in most cases, the characters are 
muddled up. For example a dyslexic could spell ‘clement’ as 
‘elcmten’. In order to trap cases like these, the algorithm 
analyses the character content of the two strings even if their 
characters do not match concurrently.  

To do this, the unmatched characters placed in buffer1 
and buffer2 described above are analysed to check for 
similarity. The case of dyslexics could be considered as an 
extreme case, but research has shown that most of 
“failed-hit” in retrieval operation are due to misspellings. 
Google and Yahoo search have propose some level of 
fuzziness to such problems, but the operation is not as robust 
as what is achieved with Fuzzy String Matching model.  

The propensity of human to commit error willingly or 
otherwise is the basis for ambiguity and lack of desired 
results in our endeavours, and this factor contributes in no 
small measure to risk in every facet of our life. We submitted 
the same input ‘ONIEADF’ to Google search engine and the 
result is interesting. Before discussing the Google result, let 
us look at the string comparison vis-à-vis the buffering 
pattern employed by FuzzyMatch to resolve such ambiguity. 
The model compares the two buffers containing the 
unmatched characters produced from stage 2 to check for 
similarity in their character content. The product of this stage 
is the buffer match value. Once a character presence can be 
established in  

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
 
the string, the buffer content continues to be manipulated 
dynamically until the last entry is considered in the string. 
This results into the fuzzy match which is the multiplicative 
effect of the buffer match and the level of belongingness. The 
fuzzy function employed helps to determine the level of 
fuzziness in the pattern of arrangement of the user’s input and 
used same to assist in possible rearrangement. The result is 
shown in figs. 4 below.  

String partition for resolving search queries is not 
uncommon phenomenon, in fact it is interesting to note from 
our review of search engines operations, more than 80 
percent employ string partition. It is therefore not peculiar to 
our design. Resulting back to our dyslexics query string 
example of ‘ONIEADF’, we present the same input string to 
other known search engines and figs. 4 captured the result 
based on the manner via which our models treats the string 
and how Google search engine handles the same string. 
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Fig. 4(a): Fuzzy String search result for ‘ONIEADF’ 
 
Once the string is typed in by the user, the first thing 

Google did was to attempt to find a matching pattern in the 
supplied string. This led to the partitioning of the string to 
have two other substrings “onie” and “adf” which is an 
attempt to see if similar pattern could be established in the 
database entries. This we say is similar to the string 
partitioning of our proposed Fuzzy model. 
 

 
Fig. 4(b): Google search result for ‘ONIEADF’ 

 
The two substrings arrived at by Google depict more 

than the partition visible on the surface. It informs us that 
presently Google does not handle any ambiguous substring 
that is more than four letters presently; again this is another 
walk mile away from the functionality of existing search 
engines. This is evident in the fact that the first three letters of 
the substring can directly match the desired result however; 
the supplied fourth character is actually the seventh in the 
original string which confuses the engine. “Onie” therefore 
has no representation in Google and it has to move on to the 
next substring for possible resolution. Since character’s case 
(upper or lower) does not affect the result of search any 
longer, the second substring “adf” returns 2 hits which is not 
in any way close to the desire of the user. As if Google itself 
knows about the users’ dissatisfaction, it declared that “Your 
search – ‘onieadf’ did not match any documents”, and went 
ahead to give possible suggestions to resolve the problem. 

The suggestions from Google are “make sure all words 
are spelled correctly” – implying that it is recognized that 
users’ input can be wrong and the effect can be adverse to the 
point of not returning a tangible result. The second is “try 
different keywords” – this suggestion is only useful if the 
user knows that the query supplied is wrong. There are 
occasions when queries are not direct intention of the users, 
and this is almost always the case because queries are 
reflection of users’ need not the exact. Thus, it might be 
impossible to supply other keywords on such occasion 
without deviating from the initial intention. Google also 
suggests that “try more general keywords” – again this is 
difficult when you are not very sure where the error comes 
from.  
 
Case study 2: Misspelling or Query Misrepresentation 

This example follows from the analysis by Adam 
Brookes resulting from the attempted bombing of US flight 
253. The excerpt is as follows “Once again, it is the failures 
of the US intelligence agencies that, we are told, are to 
blame. The report found out that the US government did have 
‘sufficient information’ to disrupt the Christmas day attack. 
But that information was scattered around databases. It was 
never pulled together to present a coherent picture of the 
threat. A ‘series of human errors’ occurred, apparently 
someone misspelled Umar Farouk Abdulmutallab’s name 
as they entered it in a database and that is why no-one 
realize he had a US visa.” 

The example above is very important to tailoring user 
queries to database entries. In the first case, the saga was 
described as a “series of human error” which we covered in 
our work tagged Fuzzontology [15]. The second example 
follows from the operation of our proposed fuzzy string 
matching model. With our search engine, even if the name is 
misspelled, there is going to be tangible retrieval that can be 
adequately linked to the name as earlier shown above. 

V. CONCLUSION 

The success of efficient retrieval operation cannot be over 
emphasized on the part of users and much more in delivering 
strategic decisions as in the case of US flight 253. With such 
error resulting from inadequacies of query reasoning 
strategy, the world would have lost 290 human beings. It 
therefore behooves that search tools for the future must be 
endowed with enough reasoning abilities to resolve 
ambiguities and uncertainties that engulf query presentation 
and resolution. In the future, we hope to formally present our 
prototype of the search tool, and also improve on the 
reasoning strategy with the inclusion of learning patterns for 
user’s adaptation. 
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