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Abstract— Knowledge discovery process from databases has gained importance recently. Finding and using the valuable and meaningful data which is hidden in large databases can have strategic importance for the organizations to gain competitive advantage. Knowledge discovery process that is based on data mining consists of two methods named symbolic and numeric. The symbolic methods based on formal concept analysis classification are frequent itemset search and association rule extraction. Concept lattices are the knowledge representation of formal concept analysis. Association rules based on lattice reflect the relationships among the attributes in a database. In this study, the mathematical background and definition of formal concept analysis which is a powerful tool in knowledge representation and discovery are explained. Then, an experimental study is given in employee recruitment function of human resources management by using formal concept analysis method to model the qualifications of candidates during the recruitment process by taking into consideration the essential qualifications needed for the job position. After that association rules and implications are obtained in order to facilitate the decision making process to select the appropriate candidate for the vacant position.

I. INTRODUCTION

Databases are widely used in data processes and each day their sizes are getting larger. In order to access the data stored in growing databases and to use them, new techniques are developed to discover the knowledge automatically. Data mining techniques may be used to find the useful knowledge with analyzing and discovering the data. The most well-known method of data mining is known as Knowledge Discovery in Databases (KDD). Data mining is the search for the relations and the rules, which help us to make estimations about the future from large-scale databases, using computer programs. Data mining is a process that uses the existing technology and acts as a bridge between data and logical decision-making. The KDD process based on data mining methods those are either symbolic or numerical. Symbolic methods based on Formal Concept Analysis (FCA) [1] (concept lattice design or lattice-based classification), frequent itemset search, and association rule extraction [2]. Knowledge representation for discovery tasks and discovered knowledge is one of the fundamental issues in KDD theory [3].

FCA is a field of applied mathematics that aims to formalize the notions of a concept and a conceptual hierarchy by means of mathematical tools. It facilitates the use of mathematical reasoning for conceptual data analysis and knowledge representation and processing. FCA emerged around 1980 as a result of the attempts to restructure mathematical order and lattice theory [4].

FCA (lattice-based classification) relies on the analysis of such binary tables and may be considered as a symbolic data mining technique to be used for extracting (from a binary database) a set of concepts organized within a hierarchy (i.e. partial ordering). The extraction of frequent itemset, i.e. set of attribute of data occurring together with a certain frequency, and of association rules emphasizing correlations between sets of attributes with a given confidence, are related activities. The search for frequent itemsets and association rules [5] extraction are well-known symbolic data mining methods. These processes usually produce a large number of items and rules, leading to the associated problems of “mining the sets of extracted items and rules”. Some subsets of itemsets, e.g. frequent closed itemsets, allow to find interesting subsets of association rules, e.g. informative association rules [2]. Association rules with 100% confidence are called as implication.

In this study, the mathematical background and definition of formal concept analysis which is a powerful tool in knowledge representation and discovery are explained. Then, an experimental study is given in employee recruitment function of human resources management by using formal concept analysis method to model the qualifications of candidates during the recruitment process by taking into consideration the essential qualifications needed for the job position. After that association rules (approximate rules) and implications (exact rules) are obtained in order to facilitate the decision making process to select the appropriate candidate for the vacant position.

Index Terms— Association rules, formal concept analysis, human resources, implications, knowledge discovery, knowledge representation.
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II. KNOWLEDGE DISCOVERY AND REPRESENTATION

Knowledge discovery is the nontrivial extraction of implicit, previously unknown, and potentially useful information knowledge from data [6]. Knowledge Representation for discovery tasks and discovered knowledge is one of fundamental issues in KDD theory [3].

One of the methods used in the representation of the valuable knowledge that is discovered from large databases. Knowledge representation and reasoning is an area of artificial intelligence whose fundamental goal is to represent knowledge in a manner that facilitates inference from knowledge. It analyzes how to formally think - how to use a symbol system to represent a domain of discourse, along with functions that allow inference (formalized reasoning) about the objects [7]. Knowledge representation is most important, because accuracy, inference and knowledge retrieval all depend on its accuracy. Therefore, a good knowledge representation should have the capability to store and retrieve knowledge accurately and quickly [8]. Concept lattices are the knowledge representation of FCA [9].

III. FORMAL CONCEPT ANALYSIS

Formal Concept Analysis (FCA) is a theoretical method for the mathematical analysis of scientific data and was found by Wille [1] in the middle of 80s during the development of a framework to carry out the lattice theory applications. FCA models the real world as objects and attributes. FCA will define concepts in their given content and study the inter-concept relationship regarding the structure of the lattice that corresponds to the content. The mathematical notion of concept has its origin in formal logic [10]. This common definition can be made by two routes, extent and intent. The intent provides the attributes of context while extent covers the objects that are included in the concept. Many applications of FCA to real-life problems in intelligent data analysis, data mining, knowledge representation and acquisition, software engineering, database systems and information retrieval and may other disciplines [10]. The mathematical background and definitions of FCA will be explained below.

A. Order-Theoretic Preliminaries

In this subsection, the main concepts that constitute FCA will be defined briefly.

Definition 1 (Partial Order): A binary relation \( \leq \) on a set \( M \) is called an partial order relation, if it satisfies the following conditions for all elements \( x, y, z \in M \):
1. \( x \leq x \)
2. \( x \leq y \) and \( y \leq x \Rightarrow x = y \)
3. \( x \leq y \) and \( y \leq z \Rightarrow x \leq z \)

These conditions are referred to, respectively as reflexivity, antisymmetry and transitivity. A partially ordered set (poset) is a pair \((M, \leq)\), with \( M \) being a set and \( \leq \) an order relation on \( M \). A relation \( \leq \) on a set \( M \) which is reflexive and transitive but not necessarily antisymmetric is called a quasi-order [4] - [11].

Definition 2 (Infimum, Supremum): Let \((M, \leq)\) be a partially ordered set (poset) and \( A \) a subset of \( M \). A lower bound of \( A \) is an element \( s \) of \( M \) with \( s \leq a \) for all \( a \in A \). An upper bound of \( A \) is defined dually. If there is a largest element in the set of all lower bounds of \( A \), it is called the infimum of \( A \) and is denoted by \( \inf A \) or \( \wedge A \); dually, a least upper bound is called supremum and denoted by \( \sup A \) or \( \vee A \). If \( A = \{x, y\} \), we also write \( x \wedge y \) for \( \inf A \) and \( x \vee y \) for \( \sup A \). Infimum and supremum are frequently also called meet and join.

Definition 3 (Lattice, Complete Lattice): A partially ordered set (poset) \( V = (V, \leq) \) is called a lattice, if for any two elements \( x \) and \( y \) in \( V \) the supremum \( x \vee y \) and the infimum \( x \wedge y \) always exist. \( V \) is called a complete lattice, if the supremum \( \sup X \) and the infimum \( \inf X \) exist for any subset \( X \) of \( V \). Every complete lattice \( V \) has a largest element, \( \vee V \), called the unit element of the lattice, denoted by \( 1_V \). Dually, the smallest element \( 0_V \) is called the zero element. The definition of a complete lattice assumes that supremum and infimum exist for every subset \( X \), in particular for \( X = \emptyset \). We have \( \wedge \emptyset = 1_V \) and \( \vee \emptyset = 0_V \), from which it follows that \( V \neq \emptyset \) for every complete lattice. Every non-empty complete lattice is a complete lattice [11].

Definition 4: Let \( S \) be a set and \( \varphi \) a mapping from the power set of \( S \) into the power set of \( S \). Then \( \varphi \) is called a closure operator on \( S \) if it is,
1. Extensive: \( A \subseteq \varphi(A) \) for all \( A \subseteq S \);
2. Monotone: \( A \subseteq B \Rightarrow \varphi(A) \subseteq \varphi(B) \) for all \( A, B \subseteq S \); and
3. Idempotent: \( \varphi(\varphi(A)) = \varphi(A) \).

We say that a set \( A \subseteq S \) is \( \varphi \)-closed if \( A = \varphi(A) \). The set of all \( \varphi \)-closed sets, i.e. \( \{A \subseteq S \mid A = \varphi(A)\} \) is called a closure system [4].

B. Formal Context and Derivation Operator

A formal context is a triple \( K := (G, M, I) \) where \( G \) and \( M \) are sets and \( I \) is a relation between \( G \) and \( M \). The elements of \( G \) and \( M \) are called objects and attributes, respectively [12]. A formal context is usually visualized as a cross table, where the rows represent the objects, and the columns represent the attributes of the context. A cross in column \( m \) of row \( g \) means that the object \( g \) has the attribute \( m \) \((g, m) \in I\), and the absence of a cross means that \( g \) does not have attribute \( m \).
Let \( \mathbb{K} := (G, M, I) \) be a formal context. For a set of objects \( A \subseteq G \), we define the set of attributes that are satisfied by all objects in \( A \) as follows [4]:

\[
A^\prime := \{ m \in M \mid \forall g \in A : (g, m) \in I \}
\]

(1)

Similarly, for a set of attributes \( B \subseteq M \), we define the set of objects that satisfy all attributes in \( B \) as follows:

\[
B^\prime := \{ g \in G \mid \forall m \in B : (g, m) \in I \}.
\]

(2)

**Lemma 1:** Let \( \mathbb{K} := (G, M, I) \) be a formal context. \( A_1, A_2 \subseteq G \) sets of objects, and \( B_1, B_2 \subseteq M \) sets of attributes. Then the following holds:

1. \( A_1 \subseteq A_2 \Rightarrow A_1^\prime \subseteq A_2^\prime \)
2. \( A \subseteq A^\prime \)
3. \( A^\prime = \bar{A}^{\prime} \)
4. \( A \subseteq B^\prime \Rightarrow B \subseteq A^\prime \Leftrightarrow A \times B \subseteq I \)
5. \( B_1 \subseteq B_2 \Rightarrow B_2^\prime \subseteq B_1^\prime \)
6. \( B \subseteq B^\prime \)
7. \( B^\prime = \bar{B}^\prime \)

C. **Formal Concept and Formal Concept Lattice**

A formal concept of the formal context \( \mathbb{K} := (G, M, I) \) is a pair \((A, B)\) such that \( A \subseteq G, B \subseteq M, A^\prime = B, \) and \( B^\prime = A \); (this is equivalent to \( A \subseteq G \) and \( B \subseteq M \) being maximal with \( A \times B \subseteq I \)) the sets \( A \) and \( B \) are called the extent and intent of the formal concept \((A, B)\), respectively [13]. The hierarchical subconcept-superconcept-relation of concepts is formalized by:

\[(A_1, B_1) \leq (A_2, B_2) \iff A_1 \subseteq A_2 (\subseteq B_1 \supseteq B_2).\]

The set of all formal concepts of a context \( \mathbb{K} \) together with the partial order relation the \( \leq \) is always a complete lattice, called the concept lattice of \( \mathbb{K} \), and denoted by \( \mathfrak{R}(\mathbb{K}) \). This means that for every set of concepts there exists a unique largest subconcept (the infimum) and a unique smallest superconcept (the supremum). The following lemma shows, together lemma 1,(3b), that a concept lattice can be derived from the set of its concept intents.

**Lemma 2:** Let \( \mathbb{K} := (G, M, I) \) be a formal context. Then

\[\mathfrak{R}(\mathbb{K}) = \{ (B^\prime, B) \mid B \subseteq M \} \]

(3)

The fundamental theorem of FCA [1] shows that each concept lattice is a complete lattice, and that the set of its intents is closure system.

**Theorem (Fundamental Theorem of Formal Concept Analysis):** The concept lattice of any formal context \( \mathbb{K} := (G, M, I) \) is a complete lattice. For an arbitrary set \( \{ (A_j, B_j) \mid j \in I \} \subseteq \mathfrak{R}(\mathbb{K}) \) of formal concepts the supremum and infimum can be described as following equations [13]:

\[
\bigvee_{j \in I} (A_j, B_j) = \left( \bigcup_{j \in I} A_j, \bigcap_{j \in I} B_j \right)
\]

(4)

\[
\bigwedge_{j \in I} (A_j, B_j) = \left( \bigcap_{j \in I} A_j, \bigcup_{j \in I} B_j \right)
\]

(5)

The first equation describes the aggregation along the subconcept-superconcept-hierarchy: The extent of the least common superconcept is the closure by " of the set union \( \bigcup_{j \in I} A_j \). Because of the symmetry of the definition, attributes can be aggregated in an analogous way by descending the hierarchy (cf. second equation). Again, the appropriate aggregation is not set union, but its closure by " \( \). This allows the investigation of implications (functional dependencies) between the attributes [12].

A complete lattice \( L \) is isomorphic to \( \mathfrak{R}(\mathbb{K}) \) if and only if there are mappings \( \gamma : G \to L \) and \( \bar{\mu} : M \to L \) such that \( \gamma(G) \) is supremum-dense and \( \bar{\mu}(M) \) is infimum-dense in \( L \) and

\[(g, m) \in I \iff \gamma(g) \leq \bar{\mu}(m).\]

In particular, \( L \equiv B \left( L_1, L_2 \leq \right) \) [14].

D. **Line Diagram**

If \( V \) is finite there is a unique smallest relation \( < \) known as the cover or neighbor relation, whose transitive, reflexive, closure is \( \leq \). A Hasse diagram of \( V \) is a diagram of the acyclic graph \((V, \nu)\) where the edges are straight line segments and, if \( a < b \) in \( V \), then the vertical coordinate for \( a \) is less than the one for \( b \). Because of this second condition arrows are omitted from the edges in the diagram. A lattice is an partially ordered set (poset) in which every pair of elements \( a \) and \( b \) has a least upper bound, \( a \vee b \) and a greatest lower bound, \( a \wedge b \) and so also has a Hasse diagram. These Hasse diagrams are an important tool for researchers in lattice theory and ordered set theory and are now used to visualize data [16]. The concept lattices can be graphically represented by line diagrams which have been proven to be useful representations for the understanding of conceptual relationship in data [15]. A line diagram is a specialized Hasse diagram with several notational extensions. Line diagram contains vertices and edges [17]. In the line diagram, the name of an object \( g \) is always attached to the circle representing the smallest concept with \( g \) in its extent; dually, the name of an attribute \( m \) is always attached to the circle representing the largest concept with \( m \) in its intent. This allows us to read the context relation from the diagram because an object \( g \) has an attribute \( m \) if and only if there is an ascending path from the circle labeled by \( g \) to the circle labeled by \( m \). The extent of a concept consists of all objects whose labels are...
below in the hierarchy, and the intent consists of all attributes attached to concepts above in the hierarchy [9].

**E. Implications Between Attributes**

Given a formal context $\mathbb{K}$, one other common method to analyze it is to find (a canonical base of) the implications between the attributes of this context [4]. They are statements of the form “Every object that satisfies the attributes $m_{i_1}, m_{i_2}, \ldots, m_{i_k}$ also satisfies the attributes $m_{j_1}, m_{j_2}, \ldots, m_{j_l}$”. Formally, an implication between attributes is defined as follows.

Dependencies among attributes in the dataset constitute important type of knowledge and may be the goal of a separate analysis process for a formal context. FCA offers a compact representation mode for this type of knowledge, the implication rules (or exact association rules), which follows the same pattern as its logical counterpart, with two attribute sets, premise and conclusion, $X \Rightarrow Y (X, Y \subseteq M)$. Intuitively, an implication is valid in a context if none of the objects violates it which basically means $X \Rightarrow Y$ is valid if and only if $Y \subseteq X^\prime$ [18]. The support and confidence values of $X \Rightarrow Y$ rule are defined as below:

$$
\text{Supp} = \frac{|X \cup Y|}{|G|} \quad (6)
$$

$$
\text{Conf} = \frac{|X \cup Y|}{|X|} \quad (7)
$$

An association rule having confidence equal to 1 is called implication (exact association rule), otherwise, this rule is called approximate association rule.

The set of all implications that hold in $\mathbb{K}$ is denoted by $\text{Imp}(\mathbb{K})$, and called if the implicational theory of $\mathbb{K}$ [4].

When we consider the rules obtained in the 4th section, while the rule $\{\text{EXP, HCS}\} \Rightarrow \{\text{AT, DM, EXP}\}$ is an implication $\{\text{ED:BA}\} \Rightarrow \{\text{AT, DM, EXP}\}$ rule is not an implication. Moreover, a rule is informative if its premise is minimal and its consequence maximal for set inclusion. The minimal sets that may be put in the premise part of a rule for a given conclusion are called (minimal) generators (or key sets). Formally, $Y \subseteq M$ is a generator if and only if $\forall \overline{Y} \subseteq Y$, $\overline{Y} \subseteq Y^\prime$.

Implication rules as closely related to functional dependencies in the database field made their way into data mining, where approximate functional dependencies inspired the association rule mining [18].

**IV. EXPERIMENTAL STUDY**

We have determined the essential qualifications of the employees needed for a position in an organization. The qualifications of the candidates applying for this position are determined by the evaluations and test during the recruitment process. The qualifications of these candidates considering the needed qualifications for this position are shown in the candidate context table. The qualifications in the table 1 are listed as follows: Decision Making (DM), Analytical Thinking (AT), Team Work (TW), Foreign Language (FL), High Communication Skill (HCS), Experience (EXP), Education : Business Administration (ED:BA) and Finance (ED:F).

The formal context $\mathbb{K}_{\text{candidates}}$ in Example has 9 formal concepts. These formal concepts are as below:

- $\{\emptyset\}$, $\{\text{DM, AT, TW, FL, HCS, EXP, ED:BA, ED:F}\}$
- $\{\text{C4}\}$, $\{\text{ED:F}\}$
- $\{\text{C1,C3}\}$, $\{\text{DM,AT,FL,HCS,EXP,ED:BA}\}$
- $\{\text{C6,C7}\}$, $\{\text{FL,ED:BA}\}$
- $\{\text{C5}\}$, $\{\text{TW,FL,HCS,ED:F}\}$
- $\{\text{C2,C5}\}$, $\{\text{TW,ED:F}\}$
- $\{\text{C1,C3,C8}\}$, $\{\text{DM,AT,FL,EXP,ED:BA}\}$
- $\{\text{C1,C3,C5}\}$, $\{\text{FL,HCS}\}$
- $\{\emptyset\}$, $\{\text{C1,C2,C3,C4,C5,C6,C7,C8}\}$

The set $A = \{\text{C1, C3}\}$ is the extent of the concept given in example and the set $B = \{\text{DM, AT, FL, HCS, EXP, ED:BA}\}$ is the intent of the same concept. On the other hand the set $\{\text{C1, C4,C7}\}$ is not an extent of any concept of the formal context ($\mathbb{K}_{\text{candidates}}$) described in table 1.

The qualifications of the candidates have been modeled with Lattice Miner which is FCA software and concept lattice is obtained. Also various support and confidence values and association rules (approximate rules) and implications (or exact association rules) are obtained. Lattice Miner is a FCA software tool for the construction, visualization and manipulation of concept lattices. It allows the generation of formal concepts and association rules as well as the transformation of formal contexts via apposition, subposition, reduction and object/attribute generalization, and the manipulation of concept lattices via approximation, projection and selection. Lattice Miner allows also the drawing of nested line diagrams [19]. The candidates and their qualifications are shown by concept lattice below.
After the concept lattice of this context is formed, the implications (or exact association rules) and association rules (approximate rules) are obtained. These rules are shown in Table 2 and Table 3 below. As mentioned above, the rules with 100% confidences are called as implications. These implications play an important role in data analysis, and are also crucial for knowledge acquisition by attribute exploration [12].

Consider $K_{\text{candidates}}$ given in example. Let us consider the implications $\{\text{ED:BA, HCS}\} \Rightarrow \{\text{AT, DM, EXP, FL}\}$. According to these implications, it is found that the candidates who educated business administration and have high communication skills also have analytical thinking and decision making ability, have foreign language and experience.

Beside it, it can be seen from the context table that the implication $\{\text{AT, DM, EXP, FL}\} \Rightarrow \{\text{ED:BA, HCS}\}$ is not right. These implications can also be expressed by Boolean operators. In this situation, the implication above can be shown as $\{\text{AT} \land \text{DM} \land \text{EXP} \land \text{FL}\} \Rightarrow \{\text{ED:BA} \land \text{HCS}\}$.

It is obvious that these rules will help the decision maker during the recruitment process to select the appropriate person for a specific position in human resources management (HRM). Especially, if we consider that so many candidates can apply for some positions, these rules will facilitate to reduce the number of candidates and make a decision among these candidates.

This experimental study presents a different approach for employee selection process in HRM.

---

**Table II**

<table>
<thead>
<tr>
<th>Premise</th>
<th>Conclusion</th>
<th>Support</th>
<th>Confidence</th>
</tr>
</thead>
<tbody>
<tr>
<td>${\text{TW}}$ $\Rightarrow$ ${\text{ED:F}}$</td>
<td>25.0%</td>
<td>100.0%</td>
<td></td>
</tr>
<tr>
<td>${\text{AT, HCS}}$ $\Rightarrow$ ${\text{DM, ED:BA, EXP, FL}}$</td>
<td>25.0%</td>
<td>100.0%</td>
<td></td>
</tr>
<tr>
<td>${\text{DM, HCS}}$ $\Rightarrow$ ${\text{AT, ED:BA, EXP, FL}}$</td>
<td>25.0%</td>
<td>100.0%</td>
<td></td>
</tr>
<tr>
<td>${\text{ED:BA, HCS}}$ $\Rightarrow$ ${\text{AT, DM, EXP, FL}}$</td>
<td>25.0%</td>
<td>100.0%</td>
<td></td>
</tr>
<tr>
<td>${\text{EXP, HCS}}$ $\Rightarrow$ ${\text{AT, DM, ED:BA, FL}}$</td>
<td>25.0%</td>
<td>100.0%</td>
<td></td>
</tr>
<tr>
<td>${\text{ED:F, FL}}$ $\Rightarrow$ ${\text{HCS, TW}}$</td>
<td>12.5%</td>
<td>100.0%</td>
<td></td>
</tr>
<tr>
<td>${\text{ED:F, HCS}}$ $\Rightarrow$ ${\text{FL, TW}}$</td>
<td>12.5%</td>
<td>100.0%</td>
<td></td>
</tr>
<tr>
<td>${\text{FL, TW}}$ $\Rightarrow$ ${\text{ED:F, HCS}}$</td>
<td>12.5%</td>
<td>100.0%</td>
<td></td>
</tr>
<tr>
<td>${\text{HCS, TW}}$ $\Rightarrow$ ${\text{ED:F, FL}}$</td>
<td>12.5%</td>
<td>100.0%</td>
<td></td>
</tr>
<tr>
<td>${\text{HCS}}$ $\Rightarrow$ ${\text{FL}}$</td>
<td>37.5%</td>
<td>100.0%</td>
<td></td>
</tr>
<tr>
<td>${\text{ED:BA}}$ $\Rightarrow$ ${\text{FL}}$</td>
<td>62.5%</td>
<td>100.0%</td>
<td></td>
</tr>
<tr>
<td>${\text{EXP}}$ $\Rightarrow$ ${\text{AT, DM, ED:BA, FL}}$</td>
<td>37.5%</td>
<td>100.0%</td>
<td></td>
</tr>
<tr>
<td>${\text{AT}}$ $\Rightarrow$ ${\text{DM, ED:BA, EXP, FL}}$</td>
<td>37.5%</td>
<td>100.0%</td>
<td></td>
</tr>
<tr>
<td>${\text{DM}}$ $\Rightarrow$ ${\text{AT, ED:BA, EXP, FL}}$</td>
<td>37.5%</td>
<td>100.0%</td>
<td></td>
</tr>
</tbody>
</table>

**Table III**

<table>
<thead>
<tr>
<th>Premise</th>
<th>Conclusion</th>
<th>Support</th>
<th>Confidence</th>
</tr>
</thead>
<tbody>
<tr>
<td>${\text{FL}}$ $\Rightarrow$ ${\text{ED:BA}}$</td>
<td>62.5%</td>
<td>83.33%</td>
<td></td>
</tr>
<tr>
<td>${\text{ED:F}}$ $\Rightarrow$ ${\text{TW}}$</td>
<td>25.0%</td>
<td>66.66%</td>
<td></td>
</tr>
<tr>
<td>${\text{HCS}}$ $\Rightarrow$ ${\text{AT, DM, ED:BA, EXP}}$</td>
<td>25.0%</td>
<td>66.66%</td>
<td></td>
</tr>
<tr>
<td>${\text{AT}}$ $\Rightarrow$ ${\text{HCS}}$</td>
<td>25.0%</td>
<td>66.66%</td>
<td></td>
</tr>
<tr>
<td>${\text{DM}}$ $\Rightarrow$ ${\text{HCS}}$</td>
<td>25.0%</td>
<td>66.66%</td>
<td></td>
</tr>
<tr>
<td>${\text{EXP}}$ $\Rightarrow$ ${\text{HCS}}$</td>
<td>25.0%</td>
<td>66.66%</td>
<td></td>
</tr>
<tr>
<td>${\text{ED:BA}}$ $\Rightarrow$ ${\text{AT, DM, EXP}}$</td>
<td>37.5%</td>
<td>60.0%</td>
<td></td>
</tr>
<tr>
<td>${\text{TW}}$ $\Rightarrow$ ${\text{FL, HCS}}$</td>
<td>12.5%</td>
<td>50.0%</td>
<td></td>
</tr>
<tr>
<td>${\text{FL}}$ $\Rightarrow$ ${\text{HCS}}$</td>
<td>37.5%</td>
<td>50.0%</td>
<td></td>
</tr>
<tr>
<td>${\text{HCS}}$ $\Rightarrow$ ${\text{ED:F, TW}}$</td>
<td>12.5%</td>
<td>33.33%</td>
<td></td>
</tr>
</tbody>
</table>

**V. CONCLUSION**

Knowledge discovery process from databases has gained importance in recent years. The knowledge discovered from large databases can have strategic value for the organizations. By using this valuable knowledge effectively, organizations can gain competitive advantage. One of the fields where this strategic knowledge can be used is human resources management. Especially parallel with the evolution of human resources management from traditional...
to strategic role, selecting and managing the most suitable employees has gained more importance for the organizations. Human resources have become the most valuable and strategic assets for gaining competitive advantage. The human resources functions and practices should be designed consistent with the goals, missions, visions and strategies of the organizations. During this process, selecting and managing the employees having the essential qualifications to the suitable positions in order to pursue the strategies of the organization is vital. In order to select these employees, different techniques are developed for the recruitment process in HRM. Data mining techniques can be used during this process to find and select the qualified employees and by that way it can facilitate the decision making process for human resources managers.

In this study, the mathematical background and definitions of FCA which is one of the symbolic data mining methods are explained. Then, the qualifications of the candidates applied for a specific position have been modeled by concept lattice. By that way, the implications and association rules are obtained. These rules can help the decision makers to make the best decision.
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