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Abstract—This study investigates parallel machine 

scheduling problem in order to minimize total tardiness and we 
developed a genetic algorithm solution procedure for such 
problems. Also, using problem specific knowledge, an efficient 
solution improvement scheme and an appropriate crossover 
operator are developed and integrated into the genetic 
algorithm. 

I. INTRODUCTION 
CHEDULING problems involve obtaining the optimal 
schedule under various circumstances including various 

types of objectives, machine environments and job 
characteristics. The common objectives, which are often 
studied in the literature, are the minimization of total 
(weighted) completion time, (weighted) mean flow time, 
mean waiting time, total (weighted) lateness, tardiness, and 
make-span. 

In most of today’s industries, meeting the due dates is 
very important to sustain competitive strength and 
scheduling jobs on parallel machines against their due dates 
become a very common setting from a practical perspective 
[6]. A variety of optimizing criteria and objectives are 
defined in the literature to determine the most efficient and 
effective parallel machine schedule. Minimizing total 
tardiness is the most interesting criteria for production 
systems, especially in the current situation where 
competition is becoming more and more intensive [31].  

Parallel machine scheduling problem includes scheduling 
a set of independent jobs, say 𝑁𝑁 = {1,2 … ,𝑛𝑛}, ona set of 
identical parallel machines, say 𝑀𝑀 = {1,2 … ,𝑚𝑚}, while  
minimizing an objective function such as total weighted job 
tardiness, maximum completion time, the maximum 
tardiness or total weighted flow time. The minimizing total 
tardiness machine scheduling problem for single machine is 
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proved to be strongly NP-hard by Du and Leung [7] and 
similarly, with the same objective, the parallel machine 
scheduling problem is extremely NP hard [15,18,19]. 

II. LITERATURE 
In the literature, evolutionary and search algorithms are 

widely used for solving the machine scheduling problems. 
Many authors have illustrate that genetic algorithm (GA) 
performs well for solving the scheduling problems [20,31, 
33] as well as for parallel machine scheduling problems [2, 
28].  

Min and Cheng [21] study on the application of GA in 
solving identical parallel machine scheduling problem for 
minimizing the makespan and developed machine-code 
based genetic algorithm method which performs better for 
large scale scheduling problems. Zhiming and Chunwei [34] 
present a GA approach to solve the job shop scheduling 
problems in real-time cases. Mönch et al. [24] investigate 
two different approaches (batching before job assignment / 
assigning jobs before batching) based on GA for scheduling 
jobs with incompatible job families and unequal ready times 
on parallel machines while minimizing the total weighted 
tardiness. Chang et al. [8] develop a two phase 
subpopulation GA for solving the multi-objective parallel 
machine scheduling problem. First phase includes the 
decomposition of the population into subpopulations which 
is designed for a scalar multi-objective whereas the second 
phase combines modest solutions following the first phase 
and unifies all subpopulations as one big population. Min 
and Cheng [22] introduce three different heuristics based 
GA methods to determine the optimal common due date and 
the optimal scheduling policy for minimizing the total cost 
of assignment of due date, earliness and tardiness and 
discussed the efficiency of the methods for parallel machine 
earliness/tardiness scheduling problems. Chang et al. [9] 
illustrate the efficiency of the proposed method, which is a 
combination of mining gene structure technique and the 
subpopulation GA, in solving multi objective flow shop 
scheduling problems. They proposed a gene mining 
procedure for creating artificial chromosomes to strengthen 
the solution convergence effectively by helping GA to 
search better solution spaces and find better solution. 
Balasubramanian et.al. [5] propose bi-criteria GA for 
scheduling of interfering jobs on identical parallel machines 
where jobs belong to two disjoint sets; the makespan 
criterion needs to be minimized for one of the sets, while the 
total completion time needs to be minimized for the other. 
Another multi-objective parallel machine scheduling 
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problem is solved by Moghaddam et al. [23] who propose 
two-level 0-1 linear programming model to minimize the 
number of tardy jobs and the total completion times, 
considering a set of jobs that have non-identical due dates 
and ready times with some precedence relations on a set of 
unrelated parallel machines. 

III. PROBLEM DESCRIPTION 
The problem considered in this paper can be formally 

described as scheduling n independent jobs  𝑁𝑁 = {1,2, … ,𝑛𝑛} 
on 𝑚𝑚 identical parallel machines 𝑀𝑀 = {1,2, … ,𝑚𝑚} within a 
time window [𝑟𝑟𝑖𝑖 ,𝑑𝑑𝑖𝑖].  

In order to minimize the total tardiness time of scheduling 
grouped jobs on identical parallel machines, the optimal 
solution satisfies following conditions: 

− All jobs are ready at time zero 

− Each job has only one operation and cannot be 
processed on different machines at the same time. 

− Placement and transportation time are not considered. 
− Each machine can only process one job at the same time 

and machines can be idle. 
− Jobs can wait for processing and each job has the same 

priority. 
Technological constraints are constant and the number of 

the jobs, the number of the machines, the process times, and 
job set-up times are all known. We handle the scheduling 
problem that job preemption is not allowed and machine 
breakdown is not considered. 

IV. THE MODEL STRUCTURE 
In order to maintain long-term customer satisfaction, it is 

essential for companies to be reliable and consistent on 
delivering the orders on the exact due dates. In many cases, 
there is no benefit for customers in case of any delay and 
that may result unsatisfactory and loss the orders [23]. 

In this paper, we propose a zero–one MIP model for 
scheduling jobs on parallel machines to minimize total 
tardiness.  Based on the definition and notations described 
above, the objective function can be formulated as follows:  

Minimize  𝑍𝑍 = �𝐿𝐿𝑖𝑖

𝑁𝑁
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(1)  

In the above formulation, objective function represents 
the minimization of the total tardiness which can be shown 
in three different forms. 

 To ensure that any job should be scheduled and can only 
be scheduled once, we formulate the following constraint in 
the following: 

� � 𝑢𝑢(𝑘𝑘 ,𝑖𝑖 ,𝑖𝑖)

𝑖𝑖𝑛𝑛𝑑𝑑𝑖𝑖𝑖𝑖

𝑖𝑖=1

𝑀𝑀

𝑘𝑘=1

= 1 𝑖𝑖 = 1,2, … ,𝑁𝑁 (2)  

 
To ensure each position on the list can hold only one job 

at the same time, we consider the constraint as shown 
below.  

� 𝑢𝑢(𝑘𝑘 ,𝑖𝑖,𝑖𝑖)

𝑀𝑀

 𝑘𝑘=1

= 1 𝑖𝑖 = 1,2, … ,𝑁𝑁 (3)  

 
We need to reveal that the first job should have setup time 

on each machine.  

𝑣𝑣(𝑘𝑘 ,1) = 1 𝑖𝑖𝑖𝑖   𝑢𝑢(𝑘𝑘,𝑖𝑖 ,𝑖𝑖) = 1 𝑘𝑘 = 1, … ,𝑀𝑀 (4)  

 
A setup time is required when a job is followed by 

another job from a different group and vice versa.  

𝑣𝑣(𝑘𝑘 ,𝑖𝑖) = �0 𝑡𝑡𝑖𝑖−1 = 𝑡𝑡𝑖𝑖
1 𝑡𝑡𝑖𝑖−1 ≠ 𝑡𝑡𝑖𝑖

�  𝑖𝑖 = 1, … ,𝑁𝑁 (5)  

 
Finally, we need to define the characteristics of local 

variables. 

𝑣𝑣(𝑘𝑘 ,𝑖𝑖) ∈ {0,1} 
𝑢𝑢(𝑘𝑘 ,𝑖𝑖 ,𝑖𝑖) ∈ {0,1} 

𝑖𝑖 = 1,2, … ,𝑁𝑁 
𝑘𝑘 = 1,2, … ,𝑀𝑀 
𝑖𝑖 = 1, … , 𝑖𝑖𝑛𝑛𝑑𝑑𝑖𝑖𝑖𝑖 

(6)  

 
 

where the local variables, say 𝑢𝑢(𝑘𝑘 ,𝑖𝑖 ,𝑖𝑖) and 𝑣𝑣(𝑘𝑘 ,𝑖𝑖), can be 
defined as following: 

𝑢𝑢(𝑘𝑘 ,𝑖𝑖 ,𝑖𝑖) = �1, job 𝑖𝑖 is the 𝑖𝑖𝑡𝑡ℎ  position of machine 𝑘𝑘
0, otherwise

� 

 

𝑣𝑣(𝑘𝑘 ,𝑖𝑖) = �1, 𝑡𝑡𝑖𝑖−1 ≠ 𝑡𝑡𝑖𝑖requires setup time
0, 𝑡𝑡𝑖𝑖−1 = 𝑡𝑡𝑖𝑖no setup time

� 

In order to solve the identical parallel machine scheduling 
problem, highly sophisticated branch and bound algorithms 
are presented recently by Yalaoui and Chu [31], Shim and 
Kim [29] and Tanaka and Araki [30]. Since the problem is 
NP hard, optimal solutions are often not available even for 
mid-size problems. Therefore, we focus on developing a GA 
based solution procedure to yield efficient solutions in terms 
of computation time, applicability and solution quality. 

TABLE I 
PARAMETERS AND INDEX OF THE PROBLEM 

Symbol Definition  

M Number of machines 
N Number of jobs  
Nm 
i,j 
k 

Population Number  
Job index 
Machine index 

𝑆𝑆𝑖𝑖  Setup time for job i 
𝑝𝑝𝑖𝑖  Process time for job i     
𝑡𝑡𝑖𝑖  type of job i 
𝑑𝑑𝑖𝑖  due date of job i 
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V. PROPOSED ALGORITHM 
Since genetic algorithm is proved to be an effective 

approach for solving optimization problems, there are many 
situations where the simple GAs does not perform 
particularly well [10]. Therefore, many authors (as 
mentioned in Section 2) developed different kinds of 
operators and defined various additional processes for GAs 
to perform better solutions in terms of solution quality and 
computational time. In this study, we present an additional 
mechanism to embed in GA for solving parallel machine 
scheduling problem with setup times. 

 
 
 

The first step involves supplying data for job definitions, 
machines, population parameters to the proposed model. 
Then, the initial population of chromosomes is created 
randomly and each chromosome is partitioned to represent 
each machine schedule. After initial repair phase, we 
calculate the fitness function which has already been the 
objective function of minimizing total tardiness. Fitness 
function is related to minimization of total tardiness while 
scheduling same type of two jobs to the same machine and 
eliminating the set up time of latter job. Then, selection 
operation is utilized to produce successive populations with 
better fitness values. In selection phase, roulette wheel and 
Monte Carlo simulation methods are used. These methods 
help us to select chromosomes randomly while avoiding 
local optimal solutions. In addition to the selection 
operation, we defined a rule which is used to save the 
successive solution sequence which has the best fitness 
value and to transfer this chromosome to the next generation 
without any operation, as an elitism procedure. As for 
crossover function, circular crossover is selected in order to 
avoid repeating sequence, shorten the solution procedure, 
and reduce the complexity by simplifying the control 
mechanism. Mutation operation is utilized to help 
scheduling by randomly changing different jobs to same 
machine as well as changing the jobs sequence on the same 
machine. The proposed algorithm reports each iteration 
results until the stopping criterion is satisfied. 

VI. RESULTS AND DISCUSSION 
In previous section, we present a kind of genetic algorithm 

including repair mechanism. We coded this algorithm in C# 
programming language. The proposed algorithm is executed 
for randomly generated parallel machine scheduling 
problems with varying number of both machines and jobs. 
The number of jobs varies between 5 and 15 and the number 
of machines varies between 2 and 4. 
The parameters of crossing over and mutation are set to 0,05 
and 0,01 respectively. The number of population varies 
problem to problem. We obtained the results by limiting the 
iteration number by 50 and 100 iterations. 
Results show that there is a parallel trend between number 
of jobs and total tardiness. If the number of jobs increases, 
total tardiness of parallel machine scheduling problem 
increases too. The increase in population and number of 
iterations lets us observe working of algorithm better. Also 
it is noticed that problems are generated randomly and the 
results should be considered in this way. 
The results of the proposed method indicate these events: 
When the total number of jobs is low; 
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Figure 2 Average tardiness with respect to varying population sizes 

- Proposed method yields better solution for lower iteration 
numbers and lower population sizes. 
- Proposed method yields better solution for higher iteration 
numbers and higher population sizes. 
When the iteration number is high; 
- Proposed method yields better solutions for all problem 
sizes and population sizes. It is observed that it has positive 
effects on quality of the results when number of iterations 
increases. 
Finally, two repair mechanisms is embedded to genetic 
algorithm for solving parallel machine scheduling problems. 
This repair mechanism presents an efficient approach to 
producing efficient chromosomes.  
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