
 
 

 

 Abstract—In this research work we are interested in 
gathering all the different speech segments, found after a 
speaker diarization process of meeting recordings, into 
homogeneous clusters, where each cluster contains only one 
speaker. Our application concerns debates or multi-
conferences of several speakers who are located at fixed 
positions in a meeting-room. For that purpose, the stereo 
speech signals of the speakers are collected by two cardioid 
microphones, which are placed inside the meeting-room. 
In this investigation, two techniques of clustering have been 
implemented: the Energy Differential based Spatial Clustering 
(EDSC) and the Mono-Gaussian based Sequential Clustering 
(MGSC). 
Experiments of speaker clustering are done on a stereophonic 
database called DB15, which is composed of 15 scenarios of 
about 3.5 mn each. Every scenario contains the speech of two 
or three speakers who are speaking sequentially in the meeting 
room. Experimental results show the large superiority of the 
energy differential technique in term of precision and speed 
over the statistical sequential clustering, especially for short 
speech segments.  

Index Terms—Artificial intelligence, Speech processing, 
Speaker clustering, Spatial clustering algorithms, Automatic 
speaker localization.  

I. INTRODUCTION 

HE task of speaker clustering requires that we correctly 
identify how many real speakers participate in the audio 

recording, by gathering the similar homogeneous segments 
into classes of speakers [1] in order to obtain, at the end of 
the process, a number of clusters equal to the real number of 
speakers who are present in the audio stream. Each cluster 
contains the global intervention of a speaker participating in 
the meeting. 

The main application, which is focused in this paper, is 
the speaker clustering of meeting recordings. In such 
applications, usually more than one microphone is available 
in the meeting-room [2]. To achieve this task, we propose 
two techniques: the first one is the Energy Differential based 
Spatial Clustering (EDSC) and the second method (called 
MGSC) uses a Sequential Clustering algorithm based on 
Mono-Gaussian measure [3]. 
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These two algorithms are evaluated on a stereo database: 
DB15, which contains 15 meeting recordings (scenarios). 
Results show that the implemented techniques seem to be 
promising for the task of speaker clustering. 

II.  SPEAKER CLUSTERING ALGORITHMS  

II.1.  Energy Differential based Spatial Clustering (EDSC) 

By assuming that there are, for example, three speakers in 
a meeting-room, and that the speakers have fixed positions 
(ie. they are sitting), we can demonstrate that every speaker 
has a specific energy differential between the two signals 
collected by two distant microphones placed inside the 
meeting-room. 

In this approach, if we consider that the position of the 
speakers does not change over the time, we can state that in 
each homogeneous speech segment, we should retrieve the 
same energy differential value (same spatial position). 
Consequently, if two speech segments correspond to the 
same spatial position, then they should belong to the same 
speaker (ie. to the same cluster) and can be gathered 
together to form a unique cluster: this is the principle of the 
EDSC clustering method. 

The algorithm of the EDSC is given as follows: 
The first order energy is computed in every speech 

segment of 1 s for the 2 microphones (signal x of the right 
microphone and signal y of the left microphone), with the 
following manner: 

E୶ ൌ ∑ |x୧|
ே
ଵୀ଴                                                          (1) 

E୷ ൌ ∑ |y୧|
ே
ଵୀ଴                                                       (2) 

Then, the energy differential is computed as follows: 

DExy=log ሺݕܧ/ݔܧሻ =  logሺݔܧሻ െ logሺݕܧሻ             (3) 

So it is easy, now, to estimate the relative position of the 
speaker and then the cluster of the homogeneous segment 
with regards to the microphones positions. For instance, it is 
easy to deduce if the speaker is in the right side, left side or 
in the middle by the following scheme: 

Computation of the differential energy; 

If  DExy < Thresholdmin  

   then Speaker is in the left  
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If  DExy > Thresholdmax  

   then Speaker is in the right  

If  Thresholdmin < DExy < Thresholdmax  

    then speaker  is in the middle  

Thresholdmin and Thresholdmax are tuned experimentally. 

II.2. Mono-Gaussian based Sequential Clustering (MGSC) 

A. Mono-Gaussian measures (or second order statistical 
measures) 

The proposed method uses mono-gaussian models based 
on the second order statistics, and provides some similarity 
measures able to make a comparison between two speakers 
(speech segments) according to a specific threshold.  

We recall bellow the most important properties of this 
approach [4]. 

Let   Mttx 1 be a sequence of M vectors resulting from 

the P-dimensional acoustic analysis of a speech signal 
uttered by speaker x. These vectors are summarized by the 
mean vector x  and the covariance matrix X: 
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Similarly, for a speech signal uttered by speaker y, a 

sequence of N vectors   Ntty 1  can be extracted. 

By assuming that all acoustic vectors extracted from the 
speech signal uttered by speaker x are distributed like a 
gaussian function, the likelihood of a single vector yt uttered 
by speaker y is: 
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“det” represents the determinant. 
If we assume that all vectors yt are independent 

observations, the average log-likelihood of   Ntty 1  can be 

written as:  
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by replacing xy
t
 by xyyy
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property  
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where “tr” represents the trace of the matrix, we get 
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The gaussian  likelihood measure µG is defined by: 
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We have:   
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One possibility for symmetrising this measure is to 
weight this measure and its dual term by the coefficients M 
and N.  Thus, the formula of the µG statistical measure is 
given as follows [5]:  
      µG( yx , ) = (M.µG( yx , ) +N.µG( yx , )) / (M+N)   (12) 

where:      
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B.  Analysis of the homogeneous segments 

Each homogeneous stereo segment is analyzed as 
follows:  

At the beginning, we transform the stereo segment into a 
mono speech segment by choosing the channel for which the 
speech segment has a higher energy. After that, the speech 
signal is decomposed in frames of 512 samples (32 ms) at a 
frame rate of 256 samples (16 ms). For each frame, a Fast 
Fourier Transform is computed by providing 256 values 
representing the short term power spectrum in the 0-8 kHz 
band. This Fourier power spectrum is then used to compute 
37 filter bank coefficients called MFSC or Mel Frequency 
Spectral Coefficients [6] (figure 2). At the end, each 
segment is decomposed into several stationary frames (with 
37 MFSC coefficients by frame). The next step is to 
compute the mean vector and covariance matrix in every 
frame. Thus, the mean vector is represented by 37 
components and the covariance matrix is represented by 
37x37 components [7]. 

 

C.  Sequential Clustering Algorithm 

In this research work, we have chosen the sequential 
clustering because, on one hand, this technique takes into 
consideration the neighborhood relationship between the 
segments, which favors the gathering of the segments that 
are close in time; on the other hand, and contrarily to 
hierarchical clustering [8], [9], sequential techniques can be 
used in real time applications because the segments are 
processed sequentially in time when these last ones are 
collected. For the similarity measure, we chose the µG 
measure, which allows assessing the degree of similarity 
between 2 homogeneous segments of different lengths [4]. 

The principle of this clustering is to consider the first 
segment as a first cluster, after that, the other homogeneous 
segments are compared sequentially to it using a similarity 
distance. If the distance is less than an appropriate threshold, 
the new segment is added to the old cluster; otherwise, a 
new cluster is created containing this new homogeneous 
segment [9]. This process continues until all the 
homogeneous segments are processed chronologically, one 
after the other (figure 1).   
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Fig. 1: Principle of the sequential clustering. 
S represents a homogeneous segment and iter represents an iteration. 
 

III. THE STEREOPHONIC SPEECH DATABASE 

The sequential clustering algorithm is evaluated on a 
stereo database called DB15. The audio database includes 
15 meeting recordings divided into 10 conversations 
between 2 speakers and 5 conversations between three 
different speakers speaking alternatively in a natural 
manner. The speech recording is acquired at 16kHz and in a 
stereo form by two cardioid microphones placed in 
opposition and separated by a fixed distance. The duration 
of each scenario is between 3 mn and 4 mn, and the total 
speech duration is about 40 mn. The speakers are seated at 
one of the 3 fixed positions of the meeting room: Left, 
Middle or Right (figures 2). The distance between the 2 
microphones is 1m and the global number of speakers used 
to construct these scenarios is six (4 females and 2 males). 

 

Fig. 2. Disposition of the speakers in the meeting-room: the stereo speech 
signal is recorded by 2 cardioid microphones. 

IV. EXPERIMENTAL RESULTS 

In order to evaluate the results given by the two 
techniques, two types of scores have been proposed:  

 Score of Good Clustering (GC) defined by the ratio 
between the number of homogeneous segments 
which are well gathered and the total number of 
homogeneous segments, given by the formula 
below: 

ܥܩ ൌ
୬୳୫ୠୣ୰ ୭୤ ୱୣ୥୫ୣ୬୲ୱ ୵୦୧ୡ୦ ୟ୰ୣ ୵ୣ୪୪ ୥ୟ୲୦ୣ୰ୣୢ 

୲୭୲ୟ୪ ୬୳୫ୠୣ୰ ୭୤ ୱୣ୥୫ୣ୬୲ୱ
∗ 100   

(14)        

 Score of Cluster Homogeneity (CH) represents the 
mean of all the cluster homogeneities of the 
scenario (eg. in case of a scenario with 3 clusters, 
we will have three cluster homogeneities: CH1, 
CH2 and CH3).  
The cluster homogeneity of each cluster i (CHi) is 
defined by the ratio between the number of clusters 
that belongs really  to  this  cluster and the number 
of all the segments gathered in that cluster (real 
segments plus false alarms). Thus the 
corresponding formulas are given as follows:  
 

݅ܪܥ ൌ
୬୳୫ୠୣ୰ ୭୤ ୱୣ୥୫ୣ୬୲ୱ ୠୣ୪୭୬୥୧୬୥ ୲୭ ୡ୪୳ୱ୲ୣ୰ ௜ 

୬୳୫ୠୣ୰ ୭୤ ୟ୪୪ ୲୦ୣ ୱୣ୥୫ୣ୬୲ୱ ୭୤ ୡ୪୳ୱ୲ୣ୰ ௜
∗ 100   

(15) 

ܪܥ ൌ
ଵ

ே
∑ ே݅ܪܥ
௜ୀ଴                                           (16) 

with N representing the number of clusters in the 
scenario.  

The different scores of clustering and homogeneity, 
obtained in each experiment, are given in figures 3 and 4, 
we can deduce the following results: 

 We can notice that, for the sequential algorithm 
(presented in green), the GC score reaches 100% 
for 8 scenarios, it is between 85% and 91% for 4 
scenarios and between 66% and 78% for three 
scenarios (figure 3). Concerning the CH score, this 
one is over 91% and reaches 100% for most of the 
scenarios and it is between 79% and 89% for three 
scenarios. However, for the 7th scenario, the system 
falls down (figure 4). In the case of the EDSC 
(represented in red), the GC and CH scores reach 
the rate of 100% for 13 scenarios and are over 91% 
for two scenarios (figures 3 and 4).  

Speaker 1 Speaker 3
Speaker 2 

Micro  Micro
Signal  Signal 

1 
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Fig. 3. Scores of Good Clustering (GC) of each scenario. 

 

Fig. 4. Scores of Cluster Homogeneity (CH) of each scenario. 

 We also notice that the EDSC gives a GC score and 
CH score of 100% for the 7th scenario, 
whichcontains several short homogeneous 
segments (less than 3s), whereas the MGSC 
method presents a total failure for the same 
scenario. 

 For of all the scenarios (except the 7th scenario), the 
average GC is about 93% and the average CH is 
about 95% for the MGSC clustering, whereas their 
corresponding scores obtained by the EDSC 
clustering, are about 99% for both the GC and CH 
scores, which represents an interesting result. 

V. CONCLUSION 

Speaker clustering is the task of grouping a set of speech 
utterances into speaker-specific classes. In this framework, 
we proposed two techniques of speaker clustering. The first 

technique uses an algorithm based on the energy differential 
which we called Energy Differential based Spatial 
Clustering (EDSC), and the second method uses a 
Sequential Clustering algorithm associated to the Mono-
Gaussian measure (MGSC). 

Experiments are done on a stereophonic database; the 
corresponding results can be summarized by the obtained 
scores of good clustering GC and scores of cluster 
homogeneity CH, as follows: 

• GC score of 92.61% for the MGSC clustering and 98.97 % 
for the EDSC technique, for all the scenarios; 

 • CH score of 94.87 % for the MGSC clustering and 99.12 
% for the EDSC technique, for all the scenarios. 

In the overall, we can notice, on one hand, that the results 
are interesting in case of the technique based on the 
sequential algorithm if the duration of the homogeneous 
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speech segments contained in the audio file exceeds 4s. 
However, when the audio recording contains several speech 
segments that are shorter than 3s, the system presents a 
failure. On the other hand, very good scores are obtained by 
the proposed technique (EDSC), which gives quite better 
performances than the MGSC clustering using the mono-
gaussian measure in all the experiments. Especially when 
the scenarios contain short homogeneous segments, the 
EDSC algorithm seems to be not affected by the speech 
utterances durations at all. 

Finally, we can deduce from this investigation that the 
EDSC technique seems to be very promising for the task of 
speaker clustering in case of meeting indexing because in 
addition to its simplicity, it presents very good results even 
in the case of short segments, which represents an important 
result because most techniques present a failure in such 
situations. 

As perspectives, we propose to use the proposed 
clustering algorithm associated with other discriminative 
classifiers as the Support Vector Machines or Neural 
Networks, which usually present high discriminative 
capacities. The objective would be to make a fusion between 
those clustering systems in order to further enhance the 
clustering accuracy. 
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