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Abstract— Word sense ambiguity resolution is one of the 

major issues in the process of machine translation. Statistical 

and example-based methods are usually applied for this 

purpose. In statistical methods, ambiguity resolution is mostly 

carried out by making use of some statistics extracted from 

previously translated documents or dual corpora of source and 

target languages. In this paper, we look at the problem from a 

different viewpoint. The proposed system consists of two main 

parts. The first part includes a data mining algorithm which 

runs offline and extracts some useful knowledge about the co-

occurrences of the words. The second part of the system is an 

expert system whose knowledge base includes the set of 

association rules generated by the first part. For the inference 

engine of the expert system, we propose an efficient algorithm 

based on forward chaining in order to deduce the correct senses 

of the words. The performance of the system in terms of 

applicability and precision will be analyzed and discussed 

through a set of experiments. 

 
Index Terms— Machine Translation, Ambiguity Resolution, 

Word Sense Disambiguation, Association Rule Mining, Expert 

Systems, Forward Chaining 

 

I. INTRODUCTION 

achine Translation is one of the most attractive and 

applied fields in natural language processing (NLP). 

Machine translation (MT) is the process of 

automatically analyzing a text in a source language and 

producing a text in a target language. To date, machine 

translation has met with limited success. Conventional 

machine translation systems used to adopt rule-based 

methods, in which grammatical and linguistic restrictions are 

applied for translation. However, rule-based machine 

translation systems have many shortcomings. One of the 

major issues is ambiguity resolution and meaning 

interpretation. Rule-based systems suffer from inability to 

select the most suitable equivalent translation in many cases 

[1].  

Word sense ambiguity can be thought of as the most serious 

problem in machine translation systems. The human mind is 

able to select the proper target equivalent of any source 

language word by comprehension of the context. A human 

being may also automatically consider a group of words, 
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rather than just one word, in order to understand the 

meaning of a sentence, even if the words of the group are not 

relevant. In order to simulate this behavior in a machine, a 

huge amount of data will be required as input and the output 

may still not be free from errors. 

There are two other categories of translation methods 

namely, example-based and statistics-based approaches 

proposed to overcome the shortcomings of rule-based 

methods.  

In example-based translation methods, a large set of 

translation samples (i.e., pairs of source text and its 

translation) are stored and used for similar translations. 

Example-based methods are mostly used in order to detect 

and translate expressions. 

Statistics-based machine translation was firstly proposed by 

Warren Weaver in 1949. It was then re-introduced in more 

details by researchers of IBM's Thomas J. Watson Research 

Center in 1991. Today, this category of machine translation 

methods is widely-studied and has attracted the attention of 

many other researchers in the field of machine translation.  

In statistics-based Translation methods translations are 

generated on the basis of statistical or probabilistic models 

whose parameters are extracted from the analysis of a 

bilingual corpus.  

Statistical translation is based on the study of frequencies of 

various linguistic units, including words, lexemes, 

morphemes, letters, etc., in a sample corpus in order to 

calculate a set of probabilities, so that various linguistic 

problems such as ambiguity can be solved.  

Although example-based and statistics-based techniques 

outperform rule-based methods [1], they still have their own 

problems. For example, both methods require a huge 

bilingual corpus which is difficult to be collected, stored and 

processed [2, 3]. The other problem is that there is really no 

efficient algorithm to extract knowledge from this large-

scale amount of data, which is required to be used for 

ambiguity resolution and other related purposes. 

In this paper, we look at the problem of word sense 

disambiguation from a different viewpoint and propose a 

new ambiguity resolution system. The main advantage of the 

proposed system is that it does not essentially require a huge 

and complete corpus to  obtain a good performance. 

Moreover, it is very efficient since it usually disambiguates 

other ambiguous words existing in the context rather than 

the main ambiguous word in just one pass through the 

knowledge base. The system consists of two major parts. 

The first part is a data mining system which first extracts a 

set of valuable knowledge and then represents this 

knowledge in a novel format. The proposed method in this 

part tries to avoid extraction of redundant knowledge.  

The second part of the system is an expert system used to 

resolve any translation ambiguity of different words in a 
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sentence. The main advantages of the proposed system are 

its novelty, its efficiency and its high degree of accuracy.  

The rest of this paper is organized as follows. Section 2 is 

devoted to the introduction of the related work in the 

literature. Sections 3 and 4, illustrate the two major parts of 

the proposed system. Experimental results are presented in 

Section 5. Finally, Section 6 concludes the paper. 

II. RELATED WORK 

There are a lot of proposed methods for word sense 

disambiguation which follow supervised learning 

techniques, e.g., Naïve Bayesian [4], Decision List [5], 

Nearest Neighbor [6], Transformation Based Learning [7], 

Winnow [8], Boosting [9], and Naïve Bayesian Ensemble 

[10]. Among the mentioned methods, the method that uses 

Naïve Bayesian Ensemble has been reported to have the best 

performance for ambiguity resolution tasks with respect to 

data set used [10]. In order to determine the correct meaning 

of each ambiguous word, all of the above methods build a 

classifier, using features that represent the context of the 

ambiguous word.  

Brown et al. (1991) proposed a corpora-based 

disambiguation method which can be applied in machine 

translation systems[11]. They use data from syntactically 

related words in the local context of the ambiguous word. In 

order to obtain statistical data, a word-aligned bilingual 

corpus is required.  

Each occurrence of an ambiguous word should be labeled 

with a sense by asking a question about the context in which 

the word appears. The system was tested by translating 100 

randomly selected Hansard sentences, each containing 10 

words or less in length and obtained the accuracy of 45%.  

In [12], Yarowsky et al. assumes that each word is located in 

a major category. In order to disambiguate word senses they 

have used the Roget’s Thesaurus data set. By searching the 

hundred surrounding words as indicators of each category, 

the most probable category of a word can be determined. 

During the training phase, firstly, a stemming process is 

performed over all words in order to achieve more useful 

statistics. Then, by examining the hundred surrounding 

words for indicators of each category, the indicator words 

are obtained and weighted. The measure used as the weight 

of each indicator word is the log of word’s salience as shown 

in (1)  

 

weight(w for cat) = Log( Pr (w|cat)/Pr (w) ),                      (1) 

 

where w is an indicator word and cat stands for a category. 

Pr (w|cat) is the probability that w appears in the context of a 

word from the category cat  and Pr(w) is the probability of 

the w’s occurrence in the corpus as a whole. For useful 

words, the computed weight, i.e., the log of salience will be 

greater than one. 
The system proposed in [12] is not limited to particular word 

categories and works in a wide domain. This system 

achieves accuracy of between 72% and 99%. The first 

challenge of the system is that it cannot disambiguate topic-

independent distinction words that occur in many topics. 

Another problem is that it does not consider the distance of 

words in the contexts it handles. 

Another method for word sense disambiguation was 

proposed in [13] by Dagan et al. (1994). The method 

chooses the most probable sense of a word using frequencies 

of the related word combinations in a target language 

corpus. In this method, first of all, the system identifies 

syntactic relations between words using a source language 

parser and maps those relations to several possibilities in the 

target corpus using a bilingual lexicon. Two evaluations 

were carried out for this method, one using Hebrew 

sentences and the other using German sentences. The 

accuracy of the system was 91% and 78% for Hebrew and 

German sentences, respectively. 

The other method of word sense disambiguation proposed in 

[14] by Justeson et al., uses syntactically or semantically 

relevant clues. This method disambiguates adjectives using 

only nouns that are combined by the adjectives. The system 

was evaluated on five of the most frequent ambiguous 

adjectives in English: ‘right’, ‘hard’, ‘light’, ‘old’, and 

‘short’ on large sets of randomly selected sentences from the 

corpus that contained the adjectives and the accuracy of the 

system reached 97%. However, for adjectives which can be 

differently accompanied by the same noun, this method 

cannot be helpful in disambiguation. 

The system presented by Ng and Lee (1996) in [15] is based 

on the Nearest Neighbor method. The prototypes are the 

instances of the ambiguous word in the training corpus, each 

containing the following features: singular/plural; POS tags 

of the current word; three words on either side; support for 

verbs, which have a different verbal morphological feature; a 

verb–object syntactic feature for nouns; and nine local 

collection features. These features are calculated for each 

instance of w in the sense-tagged training data. The results 

are stored as exemplars of their senses. By calculating the 

same feature vector for the current word and comparing by 

all the examples of that word, the given word is 

disambiguated choosing the closest matching instance. The 

accuracy of the system on test sets from Brown corpus and 

WSJ corpus was reported to be 58% and 75.2%, 

respectively. The results were calculated on a task including 

121 nouns and 70 verbs, using fine-grained sense 

distinctions from WordNet. 

The method presented by Brown et al. [11] requires a 

bilingual word-aligned corpus, which is costly to build. This 

is one of the challenges of this method, which makes 

difficult the applicability of the method to other pairs of 

languages.  

The other method proposed by Mosavi et al. in [16] is 

somewhat the same as the method presented in [13] which 

uses a target language model. They use Persian as the target 

language and consider the co-occurrences of the multiple-

meaning words in a monolingual corpus of the Persian 

language. By calculating the frequencies of these words in 

the corpus, the most probable sense for the multiple-meaning 

words is chosen. However, instead of considering syntactic 

tuples in the target language corpus, they consider just co-

occurrences of certain words in that corpus without having a 

syntactic analysis for the corpus. In this method, no analysis 

is performed either for the source or the target language 

corpus from the syntactic viewpoint. The only task of the 

proposed algorithm, for gaining the required statistical 

information, is determining the nearest noun, pronoun, 

adjective, or verb to the ambiguous word, whether it is a 

noun, a verb, an adjective, or an adverb. When applying this 

method for the comparison of English and Persian, only a 
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small portion of ambiguous words in English can be 

correctly translated into Persian.  

 

III. KNOWLEDGE EXTRACTION SYSTEM 

The first part of the proposed system is nothing but a two-

step data mining algorithm by which a large-scale bilingual 

corpus is converted into a set of associations between words, 

phrases and concepts. In other words, the knowledge 

extracted from the corpus is represented by a set of 

association rules with different degrees of importance. The 

proposed algorithm is a statistics-based method. However, it 

is based on a novel idea and looks at the problem from a 

different viewpoint. Moreover, in this algorithm, we do not 

generate nor store all possible associations. We omit any 

discovered knowledge which can be deduced from others.  

In this algorithm, we regard each sentence as a transaction 

in Market Basket Data Analysis problem [18]. Thus, the 

words included in a sentence play the role of purchased 

items in a transaction. The goal of the system is to discover 

the associations between the words in source language 

according to the meanings used for them in target language. 

The mining algorithm consists of two steps. As a 

preprocessing step, we have to find alignments between the 

words and meanings in the bilingual corpus. The result of 

this part is the set of all sentences (in source language) in 

which each word is coupled with a meaning (in target 

language). These sentences will then be used by the 

association rule mining algorithm to find co-occurrences of 

bilingual words and phrases. 

 

A. Alignment 

As a preprocessing step, each sentence in the parallel 

bilingual corpus is transformed to a sequence of 

connections. A connection is defined as a word in the source 

language aligned with its current meaning in the target 

language. This is accomplished by comparing the sentences 

of the two parallel parts of the corpus and aligning each 

sentence to its translation. 

Our method for sentence alignment is based on the Jaccard 

Similarity metric, which is defined as follows: 

 

  Jaccard Similarity                                             (2) 

 

For each sentence in the source language corpus, using the 

Jaccard Similarity metric, we aim to find a sentence in the 

target language corpus which seems to have the most 

relevance and detect it as the translation of the sentence. 

However, since we are going to measure the similarity 

between two sentences from two different languages, there is 

no intersection among the sets. In order to solve this 

problem, we substitute each word of the first sentence (i.e., 

the sentence which is in the source language) by the set of all 

of its possible senses in the target language. So, the sentence 

of the source language will be transformed into a set of 

words in the target language. The Jaccard Similarity can be 

computed for the sets, since they are now from the same 

language. 

Finally, for each sentence, the most similar sentence is 

determined as the translation and the parallel corpus is 

converted to a set of connections, which is required for the 

next part. 

B. Association Rule Mining 

The algorithm applied in this section for mining frequent 

itemsets and generating association rules is FastARM, which 

was proposed in [19]. In this algorithm, two well-known 

metrics, namely Confidence and Support are used in order to 

filter the generated rules. The definitions of these metrics for 

a typical rule A→ B are as follow: 

 

Confidence (A→B) = P(B|A)                       (3) 

 

Support (A→B) = P(A ∩ B)                       (4) 

 

In this work, we indicate the fitness of any generated rule by 

a rule-weight whose value is simply calculated as the 

product of the evaluation measures, i.e., Confidence and 

Support: 

 

W(A→B) = Confidence (A→B) * Support(A→B)        (5) 

 

This part of the system discovers association rules. These 

rules show the connections between the words from the 

source language and their meaning in the target language. 

As an example, assume A and B are two words in source 

language, where A has three different senses in target 

language, namely mA-1, mA-2 and mA-3 and the set of possible 

meanings for B are mB-1, mAB-2 and mB-3. Now assume that 

we have a small bilingual corpus containing 5000 sentences. 

The word A occurs in 100 sentences with the meaning of 

mA-1. Among these 100 sentences, 40 sentences contain the 

word B. In 35 cases of these 40 sentences, B means mB-1 and 

in 5 others it has the meaning of mB-2. In this situation, the 

following pair of rules can be generated: 

 
Rule1:   A = mA-1 → B = mB-1                     

   Confidence= 35% , Support= 35/5000 = 7% , W1= 0.0245 

Rule2:  A = mA-1 → B = mB-2     

   Confidence= 5%,   Support= 5/5000= 1% ,  W2 = 0.0005 

(Wi stands for the weight assigned to Rulei) 

 

In this part of the system, if for example the source 

language consists of 2000 words each having two possible 

meanings (on average), then there are totally 4000 possible 

items, for which we are going to mine the existing inter-

associations. 

IV. THE SENSE DISAMBIGUATING EXPERT SYSTEM 

In this section, the central engine of the proposed system 

which is an expert system is described. The goal of this 

expert system is to resolve the semantic ambiguity of multi-

sense words. The knowledge base of the system contains the 

association rules generated from the previous part. The main 

strategy used by this system for ambiguity resolution is 

based on a forward chaining approach. The main advantage 

of the proposed method is its ability to find the correct 

meanings of several words in a single pass. Moreover, it can 

deduce the conceptual relationships among two or more 

words (which is needed for word sense disambiguation), 
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even if the words have never co-occurred in the training 

corpus. 

Assume that the system has been asked to translate a 

sentence that includes a set of ambiguous words. The 

process starts with the word which is not ambiguous (if any) 

or the word having the minimum ambiguity (i.e., the word 

having the fewest number of different senses). If the selected 

word has more than one meaning, we assume one of the 

meanings to be correct for the current context. The pair of 

the selected word and its meaning is then inserted into the 

working memory of the expert system as a new fact. By 

creation of the first fact in the working memory, the process 

of disambiguation starts following the forward chaining 

method.  

   In the chaining method, every generated fact (in the 

working memory) is compared with the left-hand side of all 

the rules (i.e., the rule premise) included in the knowledge 

base of the system. If there is a rule that can be fired by the 

current fact, the right-hand side of the rule is concluded and 

inserted as a new fact into the working memory. The 

concluded fact suggests a meaning for another word which 

has a conceptual relationship with the selected word and 

may be present in the sentence under investigation. This 

chaining process continues until we reach the desired 

knowledge or there are no more rules that can be fired by the 

current facts.   

Since the rules included in the knowledge base have 

different weights, the new facts deduced by the chaining 

process do not have the same values. Some results are more 

precise or more valuable. In order to assign a score to each 

deduced piece of knowledge (showing how valuable it is), 

we propose and apply the following heuristic rule: 

"For a fact deduced from the chaining process over a set 

of rules, compute the product of the weights of all the rules 

in the chain and assign the result as the score of the fact." 

Example1: Suppose that we are going to translate a sentence 

containing three words A, B and C, all of which involve 

sense ambiguity. Assume the word A has 5 different senses 

(namely mA-1 to mA-5), B has 2 senses (mB-1 and mB-2) and 

there are 4 different meanings for C (namely mC-1 to mC-4). 

Consider the set of rules shown in Figure 2 as the knowledge 

base of the system: 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig.2. The knowledge base of the expert system used in 

Example1 

 

 

The process of disambiguation starts by selecting the least 

ambiguous word (the word B in this example) and assuming 

one of its senses (mB-1) to be correct. The forward chaining 

process will continue as shown in Figure 3 and the deduced 

word senses (of some other words) will be inserted into the 

working memory of the expert system.  

 

 

 

Fig.3. A view of the forward chaining process, supposing 

mB-1 as the correct sense for the word B 

 

The deduced results in this example (i.e., mA-3 and mC-3) are 

based on the initial hypothesis, where mB-1 was assumed to 

be the correct meaning of B. Using the proposed heuristic, 

the following values are computed for these two results: 

 

A = mA-3            value = 0.7 * 0.55 * 0.9 * 0.72 = 0.25 

C = mC-3             value = 0.7 

 

The above process has to be redone for the next meaning of 

B (i.e., mB-2). The chining process for this case is shown in 

Figure 4. The results obtained here (the meanings of two 

words, D and E) are relevant to the current context, because 

the input sentence includes none of the words D and E. 

Therefore, the results based upon the first assumption (the 

first meaning of B) are accepted.  

 

 

 

 

Fig.4. A view of the forward chaining process, supposing 

mB-2 as the correct sense for the word B 

 

V. EXPERIMENTAL RESULTS 

One of the main challenges in evaluation of translation 

systems is the lack of a parallel (bilingual) aligned corpus. 

Thus, as a preprocessing step, we first designed a crawler 

which is able to browse through the world-wide web and 

A = mA-1 → D= mD-1                         

B= mB-1 → C = mC-3 

B=mB-2 → E = mE-2   

C=mC-3 → D = mD-2    

B = mB-1 → E = mE-1 

D=mD-2 → E = mE-2 

C = mC-2 → D = mD-3  

E = mE-2 → A = mA-3

E = mE-3 → D = mD-1 

C=mC-2 AND D =mD-2 → A= mA-4  

1 

2 

3 

A = mA-1 → D = mD-1                         

B= mB-1 → C = mC-3 

B=mB-2 → E = mE-3   

C=mC-3 → D = mD-2    

B = mB-1 → E = mE-1 

D=mD-2 → E = mE-2 

C = mC-2 → D = mD-3  

E = mE-2 → A = mA-3

E = mE-3 → D = mD-1 

C = mC-2 AND D = mD-2 → A = mA-4  

 

1 
A = mA-1 → D = mD-1 ,                       W= 0.6 

B = mB-1 → C = mC-3 ,                        W= 0.7 

B = mB-2 → E = mE-2   ,                      W = 0.4 

C = mC-3 → D = mD-2   ,                        W = 0.55 

B = mB-1 → E = mE-1 ,                        W= 0.82 

B = mD-2 → D = mE-2  ,                        W= 0.9 

C = mC-2 → D = mD-3   ,                        W = 0.65 

D = mE-2 → A = mA-3  ,                        W = 0.72

E = mE-3 → D = mD-1 ,                       W = 0.8 

C = mC-2 AND D = mD-2 → A = mA-4 , W =  0.85 
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download a set of English documents as well as their 

translation in Persian (mostly from some special sites such 

as Wikipedia). Using the algorithm proposed in Section 3-1, 

we align the English and Persian related documents at the 

sentence level. 

In order to evaluate our system, we focused on 8 nouns, 

namely palm, bass, crane, plant, motion, tank and match all 

of which involve sense ambiguity. The reason of choosing 

these words is that we also have a benchmark corpus named 

TWA which includes a set of texts including the mentioned 

words in different senses. These ambiguous words have 

higher frequencies compared with other words in the texts 

and appear in different situations in the training data. Thus, 

we combined TWA with our constructed corpus.   

After preparation of the corpus, we used the algorithm 

proposed in Section 3-1 and selected a set of sentences in 

English coupled with their translations in Persian to be 

stored as the training data. Then, using the rule mining 

algorithm presented in Section 3-2, a set of association rules 

was generated and stored as the knowledge base of the 

expert system. The algorithm was learned using more than 

8000 parallel sentences.  

The minimum support threshold (denoted by MinSupp) used 

in the mining algorithm in order to extract frequent itemsets 

was set at 0.05 after trying different values from 0.01 to 0.2. 

The best value of disambiguation precision (88%) was 

obtained for MinSupp values of 0.05 and 0.06.  

 

In order to evaluate our approach, we selected 24 English 

sentences semi-randomly from the corpus as test set. We 

ensured that these sentences contained all of the mentioned 

ambiguous words (with multiple Persian translations). The 

senses (multiple translations) of the ambiguous words were 

obtained from the dictionary. The number of senses per test 

word ranged from 2 to 4, and the average was 3.  

For our evaluation, we used two measures; applicability and 

precision. The applicability is the proportion of the 

ambiguous words that the algorithm could disambiguate. 

The precision is the proportion of the correctly 

disambiguated senses for the ambiguous word. For conflict 

resolution in the process of disambiguation, we evaluated all 

the three approaches introduced in Section 4.1, in turn. In 

order to compare the results with other disambiguation 

methods, we executed some of the existing corpora-based 

methods (the methods proposed in [11, 12, 13, 15, 16]) over 

the same data. The results are shown in Table1. 

 

TABLE I 

APPLICABILITY AND PRECISION RESULTS OF 

DIFFERENT WSD METHODS USING A 8000 

SENTENCE CORPUS 
 

 Degan 

method 

Ng 

method 

Mosavi 

method 

The proposed 

method 

Applicability (%) 90 83.3 90 91.3 

Precision (%) 86.4 75.7 89.9 84.5 

 

In order to evaluate the sensitivity of our approach to the 

size of the training corpus (in comparison with other 

approaches), we repeated our experiment twice more times 

by reducing the number of sentences in the training corpus to 

6000 and 4000 sentences, respectively. In both experiments, 

we used the same test set as used in the first experiment. The 

results are shown in Tables 2 and 3. 

   

 

TABLE II 

APPLICABILITY AND PRECISION RESULTS OF 

DIFFERENT WSD METHODS USING A 6000 

SENTENCE CORPUS   

 
 Degan 

method 

Ng 

method 

Mosavi 

method 

The proposed 

method 

Applicability (%) 86.3 79.5 85.2 92.9 

Precision (%) 80.8 73.2 90.1 79.4 

 

 

TABLE III 

APPLICABILITY AND PRECISION RESULTS OF 

DIFFERENT WSD METHODS USING A 8000 

SENTENCE CORPUS 

 
 Degan 

method 

Ng 

method 

Mosavi 

method 

The proposed 

method 

Applicability (%) 81.2 78.5 82.6 91.3 

Precision (%) 77.4 73.7 84.9 72.8 

   

VI. CONCLUSION 

In this paper, we proposed a word sense disambiguation 

system. The proposed system consists of two main parts. As 

a preprocessing method, we constructed a bi-lingual corpus 

including English texts coupled with the translation in 

Persian. In the first part of the system, by applying our 

association rule mining algorithm, we extracted the required 

knowledge about the co-occurrence of the words in the form 

of association rules. In the second part of the system we 

developed an expert system and for its knowledge base we 

used the set of association rules generated by the first part. 

We used a forward chaining approach in the inference 

engine of the expert system in order to discover the correct 

senses of the ambiguous words in an inductive manner. The 

performance of the proposed system in terms of 

Applicability and Precision was encouraging compared to its 

counterparts. However, the main advantage of the proposed 

system as shown via the experiments is its relative 

independence on the size of the training corpus. Due to the 

inductive process followed in the disambiguation engine of 

the system, a huge and complete corpus is not essentially 

required for obtaining a good performance. In the proposed 

system, the semantic association among two typical words 

which have a semantic relevance can be deduced, even if 

they have never co-occurred in the training corpus. That’s 

why the applicability of the method is promising even when 

the training corpus is not very large.  
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