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Abstract—Sparse representation of images finds many ap-
plications in image processing and computer vision. Recently
various attempts have been made to regularize the ill-posed
inverse problem of motion free image super resolution using
sparse representation of low resolution image patches. However
the proposed method in this paper is different from the previous
approaches reported in the literature in terms of method of
dictionary training and feature extraction from the trained data
base images. Gray Level Co-Occurrence Matrix(GLCM) is a
proven method for extracting image statistical features, which
are used mainly for image classification, segmentation etc. In
the present work we have extracted GLCM parameters for
regularization of the data fitting term of the cost function of
the image super resolution model. We used Matching Optimal
Directions (MOD) algorithm[1] for obtaining high resolution
and low resolution dictionaries from training image patches and
seek the sparse representation of low resolution input image
patch using low resolution dictionary and then obtain high
resolution image patch from high resolution dictionary. The
results of the proposed algorithm showed visual, PSNR, RMSE,
and SSIM improvements over other super resolution methods.

Index Terms—GLCM,DCT, OMP, MOD.

I. INTRODUCTION

IMAGE super resolution (SR) is an active area of research
as physical constraints limit image quality in many imag-

ing applications. These imaging systems yield aliased and
under sampled images if their detector array is not suffi-
ciently dense. This is particularly true for infrared imagers
and some charge-coupled device cameras. Super resolution
is also crucial in satellite imaging[3], medical imaging, and
video surveillance. There are several approaches for image
super resolution such as bi-cubic interpolation, B-spline
interpolation, etc. These approaches produce overly smooth
images which lack high frequency components and thus
blur the edge information of the reconstructed image. Other
conventional approaches like multi frame super resolution
create high resolution images employing more than one low
resolution image. These methods use multiple low resolution
images of the same scene, which are aligned with sub
pixel accuracy to generate high resolution image. Recently,
single frame image super resolution algorithms have been
successfully employed for image super resolution. These
methods use only one low resolution (LR) sample image
to super resolve the LR image. Freeman et. al. proposed an
example based super resolution technique[2]. They estimate
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missing high frequency details by interpolating the input low
resolution image into a desired scale. The super resolution is
performed by the nearest neighbor based estimation of high
frequency patches corresponding to the patches of the low
frequency input image. Super resolution of images is an ill-
posed inverse problem due to unknown blurring operators
and insufficient number of low resolution images. Different
regularization methods have been proposed for providing so-
lutions to this problem[4], [5], [6]. Yi Ma et. al. [9] proposed
a super resolution algorithm based on sparse representations.
The authors sparsely represents given low resolution im-
age patches using low resolution dictionary and use these
coefficients to construct high resolution patches from high
resolution dictionary. It is also reported that the authors
trained both high resolution and low resolution dictionaries
using dual tree complex wavelet transform (DT-CWT) from
a set of training images. Elad et. al. [10] have proposed
another dictionary based technique for super resolution using
sparse representation. The authors used k-means single value
decomposition (K-SVD) algorithm for dictionary training.
In our proposed approach Matching Optimal Directions
(MOD) algorithm have been used for dictionary training, and
Orthogonal Matching Pursuit (OMP) algorithm for sparse
representations. We find that MOD algorithm is less complex
than K-SVD algorithm and further by using regularization
methods our results proved to be superior to the previous
methods. From a set of low resolution (LR) images and
corresponding high resolution images (HR) we extracted
patches. MOD algorithm is applied on these patches to create
low resolution dictionary (Al) and high resolution dictionary
(Ah). Low resolution (LR) test image patches are sparsely
represented using Al and using these sparse coefficients we
obtained high resolution patches from Ah. We concatenate
these patches to get high resolution image. Further we extract
GLCM parameters of this image, for regularization. Gradient
descent optimization algorithm has been used to minimize
the cost function.

II. IMAGE FORMATION MODEL

Let the original high resolution image be represented as
yh ∈ RN , blur operator as B : RN → RN and down
sampling operator as D : RN → RM where M < N , and
zl ∈ RM is defined as low resolution version of the original
high resolution image. The observed image can be modeled
as

zl = BDyh + n (1)

Where n is an i.i.d Gaussian noise of mean zero and variance
σ2
n. The problem is to find high resolution estimate ŷh for

a given low resolution image zl such that ŷh is similar to
yh. We can obtain ŷh by minimizing ‖BDyh − zl‖2, since
BD is rectangular matrix we cannot find exact solution to
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above problem and there are infinitely many solutions for
equation (1). Existing approaches for image super resolution
use various priors such as textures, edges, and curves etc for
providing solution to then above equation(1) as discussed in
[7], [8].

III. SPARSE REPRESENTATION

Sparse representation accounts for most or all information
of a signal with a linear combination of a small number
of elementary signals called atoms in an over complete
dictionary. Sparse representation is widely used in the areas
of compressed sensing, image super resolution and face
hallucination. The objective of sparse representation of a data
vector y ∈ Rm (for example a patch of an image) using a
small number of non zero components in a sparse vector
x ∈ Rn under the linear generative model.

zl = Ax+ n (2)

Where the full low rank dictionary A ∈ Rm×n may be over
complete (n > m), and the additive noise is assumed to be
Gaussian with zero mean and variance σ2

n.

IV. PROPOSED ALGORITHM

The proposed algorithm has two parts. Part-1 of the
algorithm (Training phase) constructs dictionaries of low
resolution and high resolution data sets, and Part-2 of the
algorithm (reconstruction phase) super resolves the given
input low resolution test image using the results of part-1.

A. Training Phase

The following steps are performed .
i. Training set construction: In this phase an image data

bank is formed that consists of several high resolution
images {yjh}j and the corresponding low resolution images
{zjl }j which are blurred, down sampled versions of the high
resolution images. {zjl }j are further interpolated to the size
of high resolution image yh.

ii. Feature extraction: After constructing the training set,
low frequency components of the high resolution image that
correspond to low frequency non- aliased components of the
low resolution image are removed by computing Discrete
Cosine Transform (DCT) and retaining coefficients which
corresponds to high frequency information. The reason for
this feature extraction is to focus the training on character-
izing the relation between the low resolution patches and
the edges, texture content within the corresponding high
resolution ones[10]. Patches of size nxn are formed from
low and high resolution images resulting in the data set
{pkh, pkl }k.

iii. Dictionary Training: MOD algorithm is used for train-
ing the dictionary. In this step MOD algorithm is employed
on low-resolution image patches {pkl }k for training low
resolution dictionary using the equation (3).

Al, q
(k) = argmin

Al,qk

∑
k

‖pkl −Alqk‖2s.t.‖qk‖ ≤ L (3)

High resolution dictionary Ah, is formed to recover high res-
olution patches by approximating them as {pkh = Ahq

k}. The
dictionary Ah is constructed such that this approximation is

as exact as possible, thus the dictionary is defined as the one
which minimizes the mean approximation error, i.e.,

Ah = argmin
Ah

∑
k

‖pkh −Ahqk‖22 = argmin
Ah
‖Ph −AhQ‖2F ,

(4)
Where the matrix Ph is constructed with high resolution
patches {pkh}k as its columns, and Q contains {qk} as its
columns. The solution to the above problem is given by
following pseudo-inverse expression[10] (given that Q has
full low rank).

Ah = PhQ
+ = PhQ

T (QQT )−1 (5)

The construction of high resolution and low resolution dic-
tionaries Ah, Al concludes training phase of super resolution
algorithm.

B. Reconstruction Phase

In this phase our task is to super resolve the given low
resolution image zl using the following steps.

i. Obtaining high resolution estimate of zl: The low
resolution image is scaled by a factor of D using hermit
interpolation resulting in yl ∈ RN . High frequency compo-
nents are extracted from yl using DCT, then patches {pkl }k
are obtained from the extracted image. OMP[1] algorithm is
applied to the patches {pkl }k and dictionary Al, allocating L
atoms to represent each patch for finding sparse representa-
tion vectors {qk}k. The sparse representation vectors {qk}k
are multiplied with high resolution dictionary Ah and the
approximated high resolution patches {Ahqk}k = {pkh}k are
obtained. The high resolution estimate ŷh is obtained from
{pkh}k by solving the following minimization problem with
respect to ŷh

ŷh = argmin
Ah

∑
k

‖Rk(ŷh − yl)− pkh‖22 (6)

Rk is patch extraction operator. Above problem states that
patches from the image ŷh−yl should be as close as possible
to the approximated patches, this problem has a least squares
solution given by

ŷh = yl + [
∑
k

RTkRk]
−1

∑
k

RTk p
k
h (7)

The term RTk p
k
h positions the high resolution patch in the

kth location and term RTkRk is diagonal matrix that weighs
each pixel in the high resolution outcome. Above equation
can be simply explained as putting pkh in proper locations
and adding yl to them for getting high resolution estimate.

ii. Regularizing high resolution estimate: The high reso-
lution estimate is regularized by solving thenfollowing cost
function

C =
∑
i,j

‖zl(i,j) − f(i,j)‖2 − ‖Fhom(i,j) − fhom(i,j)‖2 (8)

Where zl is the low resolution image, fhom(i,j) is homo-
geneity of interpolated image and Fhom(i,j) is homogeneity
of high resolution estimate. The above cost function is
minimized using gradient descent optimization. GLCM is
defined as the joint probability of occurrence of two gray
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level values at a given offsets (in terms of distance and
direction). For a given nxm imageI GLCM is computed as

Gd,θ =
n∑
x=1

m∑
y=1

1, forIx,y = i&Ix′,y′ = j, and Gd,θ = 0, else

(9)
where x’ and y’ are calculated from x, y and θ.1≤ x′ ≤

n, 1 ≤ y′ ≤ m. Homogeneity and correlation are calculated
from GLCM, Homogeneity is the measure of closeness of the
distribution of elements in the GLCM to the GLCM diagonal
and Correlation measures the joint probability occurrence of
the specified pixel pairs. In equation (8) correlation can also
be used in place of homogeneity.

V. EXPERIMENTAL RESULTS

We constructed a training set with 30 high resolution
images and corresponding low resolution images by down
sampling. High frequency components are extracted from
the training set using DCT, and then we extracted 7860 high
resolution and low resolution non-overlapping patches from
training set. MOD algorithm is applied on the low resolution
patches for constructing Al, pseudo-inverse expression is
used to calculate Ah. We applied our algorithm on several
test images of similar classes as used by Elad .et.al [10]
and Yi Ma .et.a [9]. We computed various metrics such
as PSNR (peak signal to noise ratio), RMSE (root mean
squared error) and SSIM (structural similarities) for our
super resolved images. These results were compared with
standard interpolation methods and the results obtained by
Elad .et.al [10] and Yi Ma .et.al [9]. It is found that our
approach gives better results than the above methods. The
results are tabulated in table1,table2 and table3. Fig1 gives
visual comparision of the results of the proposed methods
with other listed methods.

VI. CONCLUSION

We compared our results with the results obtained by Yi
Ma et. al. [9], Elad et. al.[10]. Our simulated results indicates
better PSNR perfomance. We modified the method used by
Elad et.al. [10] by employing MOD algorithm for dictionary
training instead of KSVD algorithm, and DCT was used for
feature extraction. DCT is simpler and effective because it
eliminates patch concatenation and dimensionality reduction.
We used very less number of training patches as compared
to Elad et. al. [10]. and got better results. Still the efficiency
of algorithm can be improved by optimizing thresholds for
DCT and extracting patches with overlapping.
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