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Abstract - In this paper, a content-based scheme to retrieve lung 

Computed Tomographic images (CT) is presented. It consists of a 

visual based user interface to allow the query be made by line-

drawing the interested (abnormal) regions; and a training 

scheme to classify the relationship between the images stored in 

database. The system will output a set of candidate images that 

are textural-similar to the query image. Using this result system 

will calculate the average of affected area from these similar 

images that are once again compared with database images. Now 

the system will give a set of candidate images. It has only most 

similar images from the database. This approach is better than 

existing methods because here the system compared to the 

affected image with the database image in the first stage. At the 

second stage the system will calculate the average of affected area 

of similar images from the output of candidate images. Finally 

the system produced the images that are similar to the candidate 

images. The experimental result shows that in simple query, 98% 

of images can be correctly retrieved. 

 

Index Terms – Lung images MRI, Imaging, Segmentation, 

Advanced multiple comparison technique. 

 

 

I.  INTRODUCTION 

 
In the past few years, there has been tremendous growth in the 
database technology to store, retrieve and process large 
number of images [1],[15],[16]. Initially, images were 
represented just by textual description and observations. But 
these methods hardly measured the details of on image. 
 
This led to research on the lines of automatically extracting 
features of images for the purpose of efficient retrieval and 
sequencing of images which is referred as Content Based 
Image Retrieval (CBIR) [3],[4],[14]. Main intention of CBIR 
is efficient retrieval of images form a huge image database 
based on some automatically extracted features.  
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 These features are extracted from properties such as shape, 
color and texture of query image and the various images in the 
repository [7]. Based on some common parameter evaluated 
from the feature, the relevancy between the query image and 
the database image are arranged accordingly. A typical CBIR 
system for retrieving images from database based on their 
similarity to the input image consists of four main steps. First, 
extract the features of the image to convert the image from 
spatial data to feature vector. The feature extraction is the 
basic process of a CBIR system [8]. The system will select 
specific features and explore various visual features to 
uniquely identify an image [9]. Next, construct feature vectors 
based on selected features, by which images in the database 
are represented. Later on, compare the feature vectors of a 
query image with the feature vector of images in database by 
computing a similarity measure to search for the most relevant 
images in the database. Here Euclidian distance [6],[10]-[13] 
is used as similarity measure. The direct Euclidian distance 
between an image P and query image Q can be given as 
below. 
 
 
 
 
 
 

 
Where, Vpi and Vqi are the feature vectors of image P and 
uery image Q respectively with size ‘n’. 
 
 

II. DISCRETE  COSINE TRANSFORM  
 

The discrete cosine transform (DCT) [5],[15] is closely related 
to the discrete Fourier transform. It is a separable linear 
transformation; that is, the two-dimensional transform is 
equivalent to a one-dimensional DCT performed along a 
single dimension followed by a one-dimensional DCT in the 
other dimension. The definition of the two-dimensional DCT 
for an input image A and output image B is 
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Where M and N are the row and column size of A,  
respectively if you apply the DCT to real data, the result is 
also real. The DCT tends to concentrate information, making      
it useful for image compression applications and also helping 
in minimizing feature vector size in CBIR. For full 2-
Dimensional DCT for an NxN image the number of 
multiplications required are N2 (2N) and number of additions 
required are N2 (2N-2). 
 

III.  FEATURE  VECTORS  EXTRACTION 
 

Fig. 1 shows the block diagram of common content-based 
image retrieval systems. Three modules constitute the 
system: the input module, the query module, and the retrieval 
module [1]. In the input module and the query module, the 
feature vectors are extracted first. A training process is 
performed to organize those features. When a query image 
enters the query module, it extracts the feature vector of the 
query image. Then in the retrieval module, the extracted 
feature vector is compared to the feature vectors stored in the 
database. The target images are the similar images, which 
retrieved according to their matching scores. Unlike other 
general content-based image retrieval system, where the 
shape, size, texture, color and location of an object are 
usually considered as the feature of the input object in an 
image. After interviewed with several radiologists, we found 
that the most important features of lung cancer they are 
concerned are the Density (texture or the type of distribution 
of the brighter pixels) and location of the selected ROI area. 
According to this, we define feature vector as two parts, one 
is the texture information, and the other is position data. Due 
to the fact that we use small block to extract texture feature, 
the abnormal region is usually larger than the block. In order 
to achieve the best result, we must fully cover the abnormal 
regions with blocks. 

 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
     
                 

 

 

 

 

 

 

 

 
 
 
 
 
                     Fig.1 General Diagram of CBIR 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
                      
   
           
 
 
 
                               Fig.1 (a) Result images 

 

 
 

 
           

 
 
 

 

Proceedings of the World Congress on Engineering 2011 Vol II 
WCE 2011, July 6 - 8, 2011, London, U.K.

ISBN: 978-988-19251-4-5 
ISSN: 2078-0958 (Print); ISSN: 2078-0966 (Online)

WCE 2011



 
 

IV. RESULT  OF DATABASE  IMAGES 

 
 
 
  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

V.  IMAGE RETRIEVAL METHOD 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 

 

 

Fig.2   shows the system step by step process 

    

 

 
 
 

In this system there are five steps to involve retrieving    
CT      lung images. 
 

1. Query image  
 

2. Feature extraction & feature vector calculation 
(using DCT)  

3. Compare the database (result-1)  
 

4. Calculate average of result-1  
 

5. Compare the database (result-2)  
 

In general three modules constitute the CBIR system: the input 
Module, the query module, and the retrieval module in the 
input module and the query module, the feature vectors are 
extracted first. A training process is performed to organize 
those features. When a query image enters the query module, 
it extracts the feature vector of the query image. Then in the 
retrieval module, the extracted feature vector is compared to 
the feature vectors stored in the database. The target images 
are the similar images, which retrieved according to their 
matching scores. In our system contain five modules involve 
to produce the similar images. First step is a query image, our 
system input as CT lung image output of candidate images. 
The second module query image extracts the feature vectors 
using DCT .The query image of feature vector compared with 
database feature vector that are stored in the database. Using 
this result images system will calculate the average of affected 
area from these similar images. From the average of similar 
images once again the system will compare the database 
images. Again the system will gives a set of candidate images. 
It has most similar images from the database. This approach is 
better than existing methods because here the system 
compared to the affected image with the database image in the 
first stage. At the second stage the system will calculate the 
average of affected area of similar images on the output of 
candidate images. Finally the system produced the images that 
are similar to the candidate images. The experimental result 
shows that in simple query, 98% of images can be correctly 
retrieved. 
 
 

VI.   RESULT AND DISCUSSION 

 
Here when a query image divided into 64 sub division by 8 
vertical and horizontal lines on the input image, it extracts the 
feature vector of the query image. This system takes input 
image feature vector as P and database feature vector as Q. 
Using DCT can be calculate the feature vector stores in a 
database table-1 and n=8. Thus the system stores the 8*8=64 
feature vector vales store in a table1. 
 

  

Query image 

Feature extraction 
 

Calculate the feature vector using DCT 
 

Compare the database 

 

Output of similar images---result-1 

 

 
Output of most similar images 

 

Compare the database using average result of 
similar images--- result-2 

 

Calculate the average of result-1 
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Then the input image feature vector P is compared to Q(Q is 
database feature vector). Later on, compare the feature vectors 
of a query image with the feature vector of images in database 
by computing a similarity measure to search for the most 
relevant images in the database. Here Euclidian distance 
[6],[10]-[13] is used as similarity measure. The direct 
Euclidian distance between an image P and query image Q can 
be given as below. 
 
 
 
 
 
 
 
Where, Vpi and Vqi are the feature vectors of image P and 
Query image Q respectively with size ‘n=8’. From the 
equation -1 the system will measure the most relevant image 
fig .3 this database result is take result-1. 
 

Table: 1 8 X 8 Feature vector 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
        
 
 

Table: 2 Average calculations 

 
 
 
 
 
 
 
                 
          
 
 
  
 
 
 
 
 
 

                                      

 
 
 
 
 
 
 
 
 
 
 
 
                                Fig.3   database result-1 

 
 
Now, the system will output the set of candidate images, from 
the set of similar image the system calculated the average of 
distance vector measured by equation- shown in table2. 
 
                    
                 Table: 3 similar image average vector 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

                                       
 
 
After finds the average the system stores the feature vector 
values into another database table. (Table-3).Now the input 
image P is average feature vector is given to the database 
feature vector store in a database .Now the system will 
produce the most similar image this approach is better than 
later approaches because in later only one time the image 
retrieval processes should be done. By our approaches there 
two times the searching process takes place. Also the system 
calculates the average of the similar image feature vector store 
in a database. 
 
 
 
 
 
 
 
 

 
 
 
 
                                Fig.4 Second process 
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Result -1 
 

Calculate the average from Result-1 
 

Compare the database 
 

Most similar images 
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Average calculation is a simple process from the first result of 
the similar images feature vector Shown in graph. From the 
graph system has been calculates the average feature vector 
values. These values are store in a database table. First each 
similar image feature vectors were drawn in the graph up to all 
the similar images feature vectors. From the graph system 
automatically calculate the average of the feature vector then 
the result feature vector compare once again in the database. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
                 

 
 
Fig.5   Similar image feature vector graph 

 
 
 
From this above graph the average of similar images was lies 
in 3.5 feature vector values. So the system brought all the 
similar image affected area (3.5 in vector table) from CT lung 
image database. Now the system produced the set of similar 
image but now we can get most similar images because the 
system compared to average vector values (3.5) with database 
feature vector values. So the Experimental result will 
produced the 98% of most similar images. 
 

VII.     CONCLUSION 
 

In past year the content based image retrieval is the 
challenging problem to retrieve the similar image from the 
database table because in later system produced all similar set 
candidate images. Now this paper used advance comparison 
technique to find the most similar image in the database. In 
this paper, a content-based scheme to retrieve lung Computed 
Tomographic images (CT) is presented. It consists of a visual 
based user interface to allow the query be made by line-
drawing the interested (abnormal) regions; and a training 
scheme to classify the relationship between the images stored 
in database. The system will output a set of candidate images 
that are textural-similar to the query image. Using this result 
system will calculate the average of affected area from these 
similar images that are once again compared with database 
images. Now the system will give a set of candidate images. It 
has only most similar images from the database. This 
approach is better than existing methods because here the 

system compared to the affected image with the database 
image in the first stage. At the second stage the system will 
calculate the average of affected area of similar images on the 
output of candidate images. Finally the system produced the 
images that are similar to the candidate images. The 
experimental result shows that in simple query, 98% of images 
can be correctly retrieved. 
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