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Abstract—Granular data processing using neural networks is an upcoming approach in pattern recognition. This paper proposes an interactive colour video segmentation technique based on Granular Reflex Fuzzy Min-Max Neural Network (GrRFMN). Inspired from the structure of human nervous system, GrRFMN architecture is consisting of a reflex mechanism to handle overlaps amongst the classes. It is noted that most of the image and video segmentation techniques are pixel based. It means that segmentation is carried out on pixel-by-pixel basis. Instead, in this paper a novel data granule based approach for colour video segmentation is presented. The proposed technique processes granules of a video frames. This results into a fast segmentation process. The video segmentation discussed here is of supervised type. In the training phase, GrRFMN learns different classes in an image or a video frame with an interaction with user. A trained GrRFMN is then used to segment the subsequent video sequences. The main advantage of using GrRMN is its capability to learn on-line in a single pass through data and property to deal with granular data which is helpful to segment a video sequence in an interactive mode. Results of the proposed method on standard images and video sequences are also presented.

Index Terms—Granular Computing, Image Segmentation, Video Segmentation, Supervised learning, Granular Neural Network.

I. INTRODUCTION

A central and prerequisite step in colour image and video understanding is segmentation. In this paper, a novel interactive colour video segmentation approach using Granular Reflex Fuzzy Min-Max Neural Network (GrRFMN) [1] is proposed. It has been observed that most of the image and video segmentation techniques are pixel based [3-7]. A data granule represents a bunch or a group of pixels in the form of hyperbox [1]. In the proposed segmentation technique, instead of pixels, such granules of an image or a video frame are processed. Many successful applications of computer vision to image or video manipulation are interactive by nature. However, parameters of such systems are often trained neglecting the user [11]. It is observed that the conventional image segmentation is carried out in an unsupervised mode i.e. pixels of an image are classified into different categories using some homogeneity criteria.

In the proposed interactive segmentation, user interaction is added to the segmentation process. With the help of user interaction a semantic object can be defined easily and some uncertain borders can be decided. User interaction happens usually at the initial stage of the segmentation.

In general, colour image segmentation techniques can be classified as histogram thresholding based, neighborhood based, clustering based and neuro-fuzzy based. Histogram thresholding is one of the simple and widely used techniques for image segmentation. The underlying assumption of histogram thresholding is that objects in the scene give rise to explicit peaks in image histogram. Thus, the segmentation task is reduced to find thresholds dissecting the image histogram [3]. An adaptive multi-thresholding approach for CIS can be found in [4]. However, a major drawback in the histogram thresholding techniques is the lack of use of spatial relationship amongst the pixels [5]. The neighborhood based approach (e.g. region growing) generally uses the uniformity criteria to segment regions in the image. These methods are better than histogram thresholding since they consider spatial relationship amongst. However, problem with these methods is the selection of initial seed points and the order in which pixels and regions are examined [6]. Clustering based approaches generally use fuzzy logic to define membership of the pixels [7]. Regions are created by inspecting the membership values of pixels using partition method (e.g. Fuzzy C-Means (FCM) clustering algorithm) [7].

This work proposes a use of image granules for segmentation. Granulation of information is an inherent and omnipresent activity of human beings carried out with intent of better understanding of the problem [8]. In fact, information granulation supports conversion of clouds of numeric data into more tangible information granules. The concept of information granulation within the frame work of fuzzy set theory was formalized by Zadeh in his pioneering work [9]. He observed that humans mostly employ words in computing and reasoning; and information granulation is a part of human cognition and proposed Theory of Fuzzy Information Granulation (TFIG) and Fuzzy Logic as a tool for Computing with Words (CW) [9]. This paper is a small step towards implementation of this concept for segmentation of colour video sequences. The major advantage of this technique is that it incorporates user’s knowledge for segmentation. In addition, since granules of image are used for segmentation, execution of algorithm is fast. The rest paper is organized as follows. Section 2 briefly discusses GrRFMN architecture and its learning. Section 3 elaborates the proposed method. Section 4 presents experimental results and conclusions.

II. GRRFMN ARCHITECTURE DETAILS

The segmentation task in the proposed method is carried out using GrRFMN (Figure 1). GrRFMN is a fuzzy hyperbox set based neural network. A hyperbox is a simple geometrical object which can be defined by stating its min and max points (e.g. is shown in Figure 1). GrRFMN learns...
different classes by aggregating hyperbox fuzzy sets [1]. It accepts input in the form of min-max oint of a granule i.e. in the form of hyperbox. Advantage of GrRFMN is that it is capable to handle data granules of different sizes efficiently, on-line in a single pass through data.

GrRFMN architecture is divided into two sections as Classifying Neuron section and Reflex section. The main task of classification of input data is carried out by Classifying Neuron section. It computes membership with the learned classes. Reflex section which based on reflex mechanism of human brain, adds compensation to the output if input data belongs to a class overlap region. Reflex section is further subdivided as overlap compensation and containment compensation sections. Neurons in these sections get activated only if the input sample or granule belongs to the overlap region. This action is very similar to the reflex action of human brain which takes over the control unconsciously in hazardous conditions.

Here it is assumed that all input features are scaled in the range [0-1]. An n-dimensional input granule is represented by $X_h = [x_{h1}, x_{h2}, ..., x_{hn}]$ where $x_{hi}$ is the i-th feature of the input sample. A point data is a special case with $x_{hi} = x_{hi}$. Appending min and max point vectors, the input is connected to the nodes $x_{h1}$-x_{hn}.

### A. Classifying Neurons

The neurons $b_1$-$b_m$ are classifying neurons. Outputs of classifying Neurons (CNs) belonging to a class are collected at a class node $C_i$ in the output layer. The activation function of the classifying neuron $b_i$ is given by Eq. 1-6,

$$\mu_{bi}(X_h, V_i, W_i, y) = \frac{1}{\sum_{i=1}^{m} A_{ji} + B_{ji}}$$  \hspace{1cm} (1)

where $y$ = Fuzzyness parameter, $y = 1/\gamma$

$$A_{ji} = \frac{(r_{ji} + l_{ji} + c_j)}{a_j + b_j + \epsilon}$$  \hspace{1cm} (2)

$$c_j = \max(\min(b_i, w_i) - \max(v_i, a_i), 0)$$  \hspace{1cm} (3)

$$I_{ji} = \frac{1}{2y} - \max(\min(v_i, b_i) - \max(v_i, a_i), 0) \times (\max(a_i, v_i) + \min(b_i, v_i) - 2 \times (v_i - y))$$  \hspace{1cm} (4)

$$r_{ji} = \frac{1}{2y} - \max(\min(b_i, w_i + y) - \max(w_i, a_i), 0) \times (-\max(a_i, w_i) + \min(b_i, w_i + y) + 2 \times (w_i + y))$$  \hspace{1cm} (5)

$$B_{ji} = U(a_i - b_i) \times \max\left(\min\left(\frac{v_i - y}{\gamma}, \frac{w_i + y - a_i}{\gamma}\right), 0\right)$$  \hspace{1cm} (6)

$[a,b], [v,w]$: min-max points of input and hyperbox fuzzy set (HBF set) respectively. $\epsilon = 10^{-10}$ avoids division by zero error in case data is in point form, $U$: unit step function.

### Figure 2. Overlap Compensatory Neuron

### Figure 3. Containment Compensatory Neuron
B. Overlap and Containment Compensation Neurons

While training GRRFMN, situation depicted in Figure 2(b), 3(b) where hyperboxes of different classes are overlapping, is bound to occur. Overlap compensation neurons (OCN) and containment compensation neurons (CCN) are trained to handle these situations. Nodes $d_{i},d_{j}$ and $e_{i},e_{j}$ represent OCNs and CCNs respectively. Outputs of these neurons are collected at the respective class nodes Figure 2(a) shows details of an OCN, which represents a hyperbox of size equal to the overlap region between two hyperboxes. Outputs of OCN are connected to the respective nodes of classes facing the overlap problem. OCN activation function is given by Eq. 7.

$$d_{j} = U(b_{j}(X_{h},V_{p},W_{p})-1)\times (1+\max(b_{j1}(X_{h}^{k},V_{p},W_{p}),b_{j2}(X_{h}^{k},V_{p},W_{p})))$$  

where $b_{j1}(X_{h}^{k},V_{p},W_{p}) = \frac{1}{n}\sum_{i=1}^{n}\max\left(\frac{k_{hi}}{w_{p_{ji}}},\frac{v_{p_{ji}}}{x_{hi}}\right)$  

$p=1,2, d_{j}$ and $d_{j2}$ are outputs for Class1 and Class2. $V_{p},W_{p}$: min-max point of OCN. $V_{p},W_{p}$: min-max point of overlapping hyperboxes $U(x)$: is a unit step function. $b_{j}(\cdot)$ is same as Eq. 1.

A CCN is shown in Figure 3(a). This neuron represents a hyperbox of size equal to the overlap between two classes as shown in Figure 3(b). The activation function of CCN is:

$$O_{c_{j}} = -1\times U(b_{j}(X_{h},V,W_{p},W_{p})-1)$$  

where $O_{c_{j}}$: output, $V_{p},W_{p}$: min-max point of CCN, $U(x)$: unit step function, $b_{j}(\cdot)$: same as Eq. 1.

The output of CCN is connected to the class that contains the hyperbox of other class. The number of output layer nodes in CL section is same as number of classes learned. The number of class nodes in reflex section depends on the nature of overlap network faces during the training process. Final membership calculation is given by:

$$\mu_{i} = \max(b_{j}u_{ji}) + \min(\min(d_{j}v_{ji}),\min(e_{j}z_{ji}))$$  

where $u_{ij},v_{ij},z_{ij}$ are the connection matrices for the neurons in the three sections. $m,p,q$ are number of neurons in respective sections.

Training of GrRFMN begins by presenting training granules sequentially. Network tries to accommodate the training samples in hyperboxes for the given class. During training if hyperboxes belonging to different class are found overlapping, respective compensation neuron is added to the network. Training of GrRFMN is on-line and single pass through the data. More details about the training algorithm for GrRFMN are given in [1].

III. GRANULAR VIDEO SEGMENTATION

Colour Video Segmentation (CVS) is an important issue for understanding a scene in a video. Here the problem of CVS is tackled using granular computing. The proposed method utilizes capability of GrRFMN to acquire knowledge through granules of data. The main endeavor behind development of this technique is to demonstrate that instead of processing individual colour pixels (a 3D vector), a group of pixels (granules) can be processed very easily using GrRFMN. Obviously this reduces lot of computational cost required to process individual pixels. The proposed for CVS technique is shown in Figure 4.

This CVS method uses CIE (L-a-b) colour space. The reason is that CIE space can control colour and intensity information more independently than RGB colour space. This colour space is especially efficient in the measurement of small colour changes, as a result direct colour comparison can be performed based on geometric separation within this colour space [10].

The main steps in CVS implementation are a) Granulation of user interaction through samples of an image or video frame presented for training, b) Training of GrRFMN, c) Granulation of frames of test video sequence. To perform CVS, the system is supposed to be trained with a user intervention for the first video frame. Subsequently, proposed CVS system segments the frames based on the earlier acquired knowledge. The detailed scheme is explained as follows.

In the proposed CVS method GrRFMN is trained with labelled granules (seed granules) constructed from the seed images of different objects/parts in the first training video.
frame. These seed-images are sub-divided into grids of size (k x k). A granule for each grid is represented by a hyperbox which can be represented by simply stating its min and max vertices. Thus, a hyperbox is computed by finding min-max values of the pixels in that grid,

\[ V = [L_{\text{min}}, a_{\text{min}}, b_{\text{min}}] \]
\[ W = [L_{\text{max}}, a_{\text{max}}, b_{\text{max}}] \]  

Along with this information, a mean value of the grid for the three planes is also extracted and added to the min-max vector as,

\[ V = [L_{\text{min}}, a_{\text{min}}, b_{\text{min}}, L_{\text{mean}}, a_{\text{mean}}, b_{\text{mean}}] \]
\[ W = [L_{\text{max}}, a_{\text{max}}, b_{\text{max}}, L_{\text{mean}}, a_{\text{mean}}, b_{\text{mean}}] \]  

Such granules are then used to train GrRFMN. To segment a given frame, it is subdivided into small grids of size (n x n) and granules are formed. These granules are then fed to GrRFMN for segmentation.

An example of colour image segmentation using proposed method is shown in Figure 5. Here the four sub-images (Fig. 5(b)) belonging to two different classes (i.e. house and sky) are used to train GrRFMN. During training seed-images are divided into a grid (e.g. size 3x3, 5x5 and 10x10) and granules (hyperboxes) are formed. These granules are then used for training GrRFMN. Here, GrRFMN is trained with an expansion coefficient (\( \theta \)) [1] equal to 0.2. In the test phase, the given image is granulated with various grid sizes (5x5, 10x10, and 15x15). The segmentation results are shown in Fig. 5. Note that for various training and test grid sizes, the performance of GrRFMN is almost consistent.

The following section discusses few more experimental results of colour image and video segmentation.

IV. EXPERIMENTAL RESULTS

Here aim is to test proposed system on some real images and video sequences. The results are as follows:

A. Colour Image Segmentation

In this case, training granule size here is kept as 5x5 and test granule size is 3x3 and 5x5. Expansion coefficient of GrRFMN is (\( \theta = 0.2 \)). Note that training GrRFMN training is done on samples of classes and are represented by a pseudo colours in segmented output image (Figure 6).

Note that in Figure 6 (d), the image consists of two classes 1) lady and 2) background. Observe that class “1” consists of three different colours. To segment the lady properly, the training sample is chosen such that it consists of both coloured body parts of lady. It may be observed that the two classes in the image i.e lady and background are segmented properly. This shows the capability of proposed system to group different colours in a class, if required. From results demonstrated in Figure 6, one can note that proposed is capable to classify image granules efficiently.

B. Colour Video Segmentation

The performance of the proposed CVS system on video sequence is tested in this section. In this experiment, with the help of user interaction, few image/frame samples of each class are selected. These samples are granulated using grid size (5x5). These granules are used to train GrRFMN. Expansion coefficient (\( \theta \)) of GrRFMN was kept equal to 0.2. To segment subsequent frames, test granules with size (5x5) are formed. The results depicted in Figure 7 demonstrate the capability of proposed CVS system.

One may add more user interaction to improve resultant segmentation.

V. CONCLUSION

Granular computing is a powerful tool and is found suitable in colour video segmentation. It is observed that even with different training and test granule sizes the proposed method works efficiently. This allows a trained CVS system to work on required resolution without retraining. Since it is an interactive segmentation technique, one can assign different coloured regions which belong to one category easily. Hence, an improved segmentation result can be achieved.
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### Figure 5. House Image (for output images Black: Class 1 and White: Class 2).

<table>
<thead>
<tr>
<th>Train Granule Size</th>
<th>Test Granule size (5x5)</th>
<th>Test Granule size (10x10)</th>
<th>Test Granule size (15x15)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>3x3</strong></td>
<td><img src="image1.png" alt="Image" /></td>
<td><img src="image2.png" alt="Image" /></td>
<td><img src="image3.png" alt="Image" /></td>
</tr>
</tbody>
</table>

#### Class 1
- (30x34)
- (34x33)
- (30x34)
- (34x33)

#### Class 2
- (15x15)
- (30x30)
- (15x15)
- (30x30)

### Figure 6. Segmentation results on different real images.

<table>
<thead>
<tr>
<th>Image</th>
<th>Training Seed Images</th>
<th>Test Granule size (3x3)</th>
<th>Test Granule size (5x5)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>a) Hand (316x239)</strong></td>
<td><img src="image1.png" alt="Image" /></td>
<td><img src="image2.png" alt="Image" /></td>
<td><img src="image3.png" alt="Image" /></td>
</tr>
<tr>
<td>Class 1</td>
<td>(36x33)</td>
<td>(29x29)</td>
<td></td>
</tr>
<tr>
<td>Class 2</td>
<td>(46x39)</td>
<td>(43x38)</td>
<td></td>
</tr>
</tbody>
</table>

| **b) Building (457x298)** | ![Image](image1.png) | ![Image](image2.png)     | ![Image](image3.png)     |
| (152x78) | (220x44)             | (119x86)                | (125x84)                 |
| (108x95) | (143x86)             |                         |                          |

| **c) Bird (474x298)** | ![Image](image1.png) | ![Image](image2.png)     | ![Image](image3.png)     |
| (112x33) | (189x51)             |                         |                          |

<p>| <strong>Lady (116x261)</strong> | <img src="image1.png" alt="Image" /> | <img src="image2.png" alt="Image" />     | <img src="image3.png" alt="Image" />     |
| (27x56) | (48x116)             | (16x56)                | (47x31)                 |</p>
<table>
<thead>
<tr>
<th>Training Frame</th>
<th>Class Samples</th>
<th>Few key frames of Test Video</th>
<th>Segmentation of Test Video Sequences.</th>
</tr>
</thead>
</table>
| ![Training Frame](image1) | Class 1 (36x33)  
Class 2 (46x39) | ![Few key frames of Test Video](image2) | ![Segmentation of Test Video Sequences](image3) |
| ![Segmentation of Training Frame](image4) | ![Segmentation of Training Frame](image5) |

Figure 7. Result for Colour Video Sequences