
 

 

 

Abstract—Several works regarding facial recognition have 

dealt with methods which identify isolated characteristics of the 

face or with templates which encompass several regions of it. In 

this paper a new technique which approaches the problem 

holistically dispensing with the need to identify geometrical 

characteristics or regions of the face is introduced. The 

characterization of a face is achieved by randomly sampling 

selected attributes of the pixels of its image. From this 

information we construct a set of data, which correspond to the 

values of low frequencies, gradient, entropy and another 

several characteristics of pixel of the image. Generating a set of 

“p” variables. The multivariate data set with different 

polynomials minimizing the data fitness error in the minimax 

sense )( NormL is approximated. With the use of a Genetic 

Algorithm (GA) it is able to circumvent the problem of 

dimensionality inherent to higher degree polynomial 

approximations. The GA yields the degree and values of a set of 

coefficients of the polynomials approximating of the image of a 

face. By finding a family of characteristic polynomials from 

several variables (pixel characteristics) for each face (say iF ) 

in the data base through a resampling process the system in use, 

is trained. A face (say F ) is recognized by finding its 

characteristic polynomials and using an Classifier from F ’s 

polynomials to each of the iF ’s polynomials. The winner is the 

polynomial family closer to F ’s corresponding to target face in 

data base.  

 

Index Terms— Eclectic Genetic Algorithm. Holistic Face 

Recognition, Minimax Multivariate Approximation,  

I. INTRODUCTION 

HIS paper is focused in the process of identifying an 

individual from the recognition of her/his face presents, 

interesting from the computer point of view. Although a 

human may solve most of the problems implied and achieve 

a high degree of adequate recognition since early in life, 

computer systems have important limitations when 

confronted with the same problem.  
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There is evidence to suggest that the human capacity for 

face recognition is a dedicated process, not merely an 

application of the general object recognition process [10]. 

Apparently, in human, both global and local features are 

used in a hierarchical manner.  

Since the recognition of an object, from the point of view 

of a pattern classifier, may be thought of as a learning 

problem it may be solved by using a multivariate 

approximant. It is more or less common to attempt learning 

using, say, neural networks which try to capture the essence 

of the patterns under study in their architecture and their free 

parameters (weights). When using this approach, the 

network is required to learn but without overtraining, lest the 

model loose all generality. But an approximation function is 

a possible way to attain a classifier from a training data set 

without overtraining risks. It is wanted, in fact eager, to 

through this paper, accept some inherent approximation 

error in exchange for generality. The problem is to find the 

proper form of the approximant as well as the adequate 

number and value of the coefficients. Arbitrarily, a 

polynomial form as an approximant is selected and, 

thereafter, a genetic algorithm (GA) to find the coefficients 

and the degree of the approximation polynomials which 

minimize, respectively, the fitness error for the data is used. 

These data are used to identify the faces which form the 

training set. A given face which is to be identified is 

characterized by a polynomial which is compared with the 

training data set using an Classifier. Face recognition is then 

achieved by comparing it with a data base which has a single 

face per subject.  

The rest of the paper is organized as follows. In section 2 

some brief remarks regarding the psychophysics and 

neuroscience motivation of our choice of variables are made. 

In section 3, some of the previous approaches to face 

recognition are reviewed. In section 4, our work and 

preliminary results are described. Finally, in section 5 

conclusions are presented.  

II. PSYCHOPHYSICS/NEUROSCIENCE ELEMENTS 

OF FACE RECOGNITION 

Psychological experiments as well as neuropsychological 

observations suggest that the human brain achieves face 

recognition from several information processing channels 

which are functionally independent from one another [2]. It 

is thougt that humans are born with certain predisposition to 

respond to the patterns which are present in faces. Such 

observations suggest that faces are “special” objects in the 

visual world of man. However, these possible specialization 

characteristics do not necessarily imply that the processes of 
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face recognition fundamentally differ from those used to 

recognize other kinds of objects. The representations of the 

face that a human uses for its recognition, seems to be based 

in encoding the “low level” characteristics of a given image. 

Costen and others [7], mention that there exists ample 

evidence that face recognition depends, in good measure, of 

the low frequencies which a human receives when 

visualizing a particular face. On the other hand, several 

authors consider that face recognition seems to involve 

basically holistic recognition [3]. In the recognition of other 

kind of objects, it seems that such global “approach” is 

present to a lesser extent. Rather, the process seems to 

involve the search for local characteristics and analysis of 

the parts of the object under scrutiny. Other researchers have 

found that children, the younger the better, use 

representations based on particular signs (eyes, mouth, nose) 

to achieve their recognition, whereas the adults use, mainly, 

holistic methods. 

The role of spatial frequency analysis is important. Earlier 

studies [9, 40] concluded that information in low spatial 

frequency plays a dominant role in face recognition. Recent 

studies have show that in identification requires the use of 

high-frequency components, and the low-frequency 

components contribute to global description. 

III. PREVIOUS WORKS IN FACE RECOGNITION 

Most of the current face recognition algorithms can be 

categorized into two classes: image template based or 

geometry feature-based. 

In face recognition we may think of two basic forms to try 

to solve the problem: 

 Feature identification (such as eyes, mouth, nose, 

etc.)  

 Templates. 

In the reported works at least two images per subject are 

employed for the training phase. The use of 5 or 10 images 

per face are common and, in some cases, 20 images per 

subject are employed. The traditional main methods are: 

 Geometrical features [4,8] 

 Templates  [5] 

 Principal components analysis (PCA). [14,15] 

 Eigenfaces. [37,38] 

 Fisherfaces. [1,26] 

 

Some other methods proposed for face recognition are: 

Bayesian inference [29], Elastic Bunch Graph Matching 

(EBGM) [24], Support Vector Machines (SVM) [30], 

Linear Discriminant Analysis (LDA) [13], Kernel Methods 

[36], Neural Networks [16, 23], Local Feature Analysis 

(LFA) [31]. 

Within the past decade, major advances have occurred in 

face recognition. Especially, in recent years: Elastic Graph 

Matching, Gabor Fisher Classifier, and applications with 

AdaBoost. 

Regarding the utilization of Gas in face recognition there 

are not many reported works. Most of them use the GAs in 

combination with some of the methods discussed in the 

preceding paragraphs: PCA, templates and neural networks, 

among others [17,18]. Schackleton [34] uses a population of 

templates to recognize the face using a GA to find the best 

fitness of the templates to recognize within the face data 

base. Populations size was 100, in 200 generations with a 40 

subject set. Lanitis et al [22] used a combination of PCA and 

a GA to achieve the recognition. A data base of 30 subjects 

with 690 images was used. Another application of GAs and 

PCA is reported by Liu and Wechsler [25]. There, GAs were 

used to find the best configuration (rotation) of the axis of 

the principal components. This was applied to the 

recognition of 369 subjects, using approximately 2 images 

per subject achieving an efficiency of 97.02%. Pinto and 

Sossa [32] propose a method of invariants combined with a 

GA for face recognition 

Face recognition in almost the totality of the reviewed 

literature, achieves the desired goal through the analysis of 

the principal characteristics of the face generating a set of 

templates which comprise different regions of the 

countenance or methods which combine templates and 

features. 

IV. FACE RECOGNITION USING MULTIVARIATE 

APPROXIMATION AND GENETIC ALGORITHMS 

A. Genetic Algorithm  

This paper reports the theoretical elements and initial 

experiments that are being done for face recognition using a 

polynomial approximation (as an optimization problem) and 

genetic algorithms. 

The GA we used has been reported in [20]. It may be 

described as follws:  

 

Vasconcelos Algorithm. 

00) Define: 

a) N: the number of individuals  

b) Pc: the probability of crossover  

c) Pm: the probability of mutation  

01) Randomly generate a population of size N.  

02) Evaluate the individuals in the population  

03) Sort individuals from best to worst  

04) While convergence criteria are not met 

05)   for i=1 to N/2  

06)    Generate a random number R  

07)    If R >= Pc cross individuals i and N-i+1 

    (crossover is annular with a ring size l/2)  

08)  endfor  

09)   Randomly mutate (l*N*Pm) bits in the population  

10)   Evaluate the new N individuals  

11)   Sort all 2N individuals from best to worst  

12)   Eliminate the worst N individuals  

13) endwhile  

 

This algorithm has been show to display faster 

convergence than others [20] for an unbiased set of arbitrary 

functions. 

B. Face Images for Training 

The data base called ORL generated in the AT&T 

Laboratories at Cambridge University in the UK was used. 

Such base contains the faces of 40 subjects with 10 pictures 

for each subject. The subjects (men and women) are found 

with different facial expressions and some of them with 
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beard and/or eyeglasses. All images were taken with a 

homogeneous background, in frontal position and with 

certain variations in the face’s angle. The pictures are in 

PGM (Portable Grey Map) with 92x112 pixels and 256 

levels of gray. ORL has been used in several projects 

involving face identification using various recognition 

methods [12,33,34]. 

For this work, only the first image of every series (frontal 

picture), was selected to create the training data base (40 

images). One of the purposes of this project is to recognize a 

face using only the frontal picture of each subject. The other 

9 images of each subject will be used as external pictures to 

be identified. 

From the image of the face several characteristics from 

the pixels are obtained: Low frequency, Gradient, high 

frequency, Maximum entropy, gray level, etc. An 

approximate number of fifteen characteristics were obtained 

from the pixels. These characteristics are considered as 

variables, one of them is considered the dependent variable, 

and the others as independent variables. As part of this work, 

it is wished to obtained which variables are the most 

adequate for obtaining the face characterization. 

Through the multivariate system described before, a 

resampling method will be done as presented in the next 

section. 

C. Resampling for Faces 

It is proposed a resampling scheme for the configuration a 

family of polynomials. A resampling technique is utilized to 

generate a number of subsets from the original image and for 

the original training dataset, generate a new training dataset 

[28]. 

So, the new training dataset contains a small number of 

sample face images. A number of subsets (Si) are generated 

by resampling the original training set. For each subset Si, is 

generated an approximation polynomial using a Genetic 

Algorithm. Also, the image to be recognized is resampled 

and approximated by the polynomial family.  

D. Face Recognition as a Learning Problem 

The recognition of a face starting from the digitalization 

of frontal pictures may be formulated as a pattern 

recognition problem, which in turn, may be seen as a 

learning problem [6,21,39]. In this work we attempt 

supervised learning, consisting of the acquisition of 

classification functions from a set of examples. Some 

preliminary experiments were done using a set of 40 frontal 

images of faces from ORL data base. 

From the data base it is compared the face to be 

identified, in order to find holistic similarities without the 

need to extract geometric features or the use of templates. 

When, as here, samples are of the form (xi,yi). A learning 

function f such that f(xi)=yi may be assumed. The goal is to 

find a function  f such that the given function captures the 

“general patterns” present in the training data and we may 

apply the determined function to predict the values of y 

when  x is given. 

The function may be generalized to an n-dimensional 

space. The values used for the function that identifies the 

face may be attributes of the pixels (such as levels of gray or 

color, noise, entropy, etc.). Using this approach, it is capable 

to characterize a face holistically found a polynomial 

approximant with a GA. The approximant has the form of: 
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E. Genetic Algorithms in the Approximation of 

Functions 

A family of approximating polynomials whose purpose 

will be to represent a face from some attributes of the pixels 

of its image has been selected. Polynomial approximation 

has been frequently performed as linear or multiple 

regression. In the latter case, data has to comply with certain 

conditions (under the 2L -norm): variables have to be 

normally distributed, the distributions variances must be 

similar for similar values of the independent variables, the 

dependent variable must have a mean which is on the 

regression lines, etc. Several “real-life” problems, (among 

them the data corresponding to a human face) do not comply 

with the aforementioned constraints. Hence, one form to 

solve the problem is to find an approximant seen as an 

optimization problem. The goal is to find the form and 

coefficients of a polynomial which better characterize the 

relations between a set of independent variable and the 

dependent variable according to some norm. The solution of 

this problem is combinatorially hard and is difficult to tackle 

using traditional methods [13]. To perform the optimization 

mentioned before, we used a method proposed before in [19, 

21]. It allows us to find the form and values of the 

coefficients of the approximating polynomial in a way that 

the maximum absolute error between the data and the 

approximant is minimized (under the L -norm). The 

polynomial is of the form presented in (1). 

Therefore, during the training phase the faces of the data 

base will be characterized. This approximation will be 

achieved using different attributes for every face, which are 

to be obtained by sampling the pixels of every face, as 

mentioned in section 4.3. Later on, a given face to be 

identified will also be characterized by a family of 

polynomials which are compared with those polynomials 

corresponding to the faces of the training data base.  

In the GA process 50 individuals per generation and 50 

generations were used. The approximating polynomials were 

set to 12 terms and a highest degree of 9. 

F. Ensemble-Based Learning with Boosting 

Traditionally, the approach used in the design of pattern 

recognition systems has been to experimentally compare the 

performance of several classifiers in order to select the best 

one. However, an alternative approach based on combining 

multiple classifiers has emerged over the last years. This 

approach goes under various names such as Multiple 

Classifier Systems (MCS) or committee or ensembles of 

classifiers. 

Recently, a machine learning technique known as 

“boosting” has received considerable attention, due to its 

usefulness in designing ensemble-based classifiers [11, 35]. 
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The idea behind boosting is to sequentially employ a base 

classifier on a weighted version of the training sample set to 

generalize a set of classifiers of its kind. The weights are 

updated at each iteration through a classification-error-

driven mechanism [27]. 

One of the main algorithms of boosting is AdaBoost. The 

AdaBoost algorithm, introduced by Freund and Schapire 

[11], solved many of the practical difficulties of the earlier 

boosting algorithms [41]. 

 

In this work, it is proposed the use of AdaBoost for 

classified the polynomial which characterize the face to 

recognize with respect the other polynomial of the training 

data base. 

 

V. CONCLUSION 

The methodology under consideration does not require to 

calculate the geometric elements of a face or to obtain the 

basic position of any feature of the face; neither does it 

require the use of templates. In those methods, an exhaustive 

search to identify eyes, nose, etc, is forced to be done. Then 

and only it is possible to apply the methods for the 

recognition. The method proposed in this paper, is totally 

automated since it requires no knowledge of specific 

features. Likewise, by randomly sampling the image, only a 

relatively small amount of pixels to achieve polynomial 

approximation both during training as during identification 

is required. 

On the other hand, the holistic approach allows the 

recognition of a large number of subjects which display 

certain facial modifications: beard, eyeglasses, etc. Other 

systems are hampered by these variations and some are even 

rendered useless. The preliminary results obtained were 

highly satisfactory, particularly since a single image per 

subject during the training phase (as opposed to other 

methods reported which require several images) was used. 

In the following phases of this research, different (non-

polynomial) multivariate approximants which combine 

different pixel characteristics from the faces will also be 

tried out. It is planned to obtain a formal analysis of the 

process underlying face characterization from different 

variables (pixel characteristics); other variables 

complementing or replacing the ones already tested shall be 

introduced. Also, the use of a parallel computer to compute 

the approximants using Genetic Algorithms it is planned as 

well. 
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