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Abstract—The Burger-Fisher equations occur in various areas of applied sciences and physical applications, such as modeling of gas dynamics, financial mathematics and fluid mechanics. In this paper, this equation has been solved by using a different numerical approach that shows rather rapid convergence than other methods. Illustrative examples suggest that it is a powerful series approach to find numerical solutions of Burger-Fisher equations.
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I. INTRODUCTION

The Burger-Fisher equation has important applications in various fields of financial mathematics, gas dynamic, traffic flow, applied mathematics and physics applications[8-16]. This equation shows a prototypical model for describing the interaction between the reaction mechanism, convection effect, and diffusion transport[7]. The Burger-Fisher equation uncovers Johannes Martinus Burgers (1895-1981) and Ronald Aylmer Fisher (1890-1962).

In this paper, our aim is to solve the Burger-Fisher equation using Reduced Differential Transformation Method (RDTM)[1]-[5] and to compare the results with those of the exact solution.

The standard Burger-Fisher equation[6] can be written as

\[ u_t - u_{xx} + \alpha u u_x + \beta u (u^2 - 1) = 0, \quad 0 \leq x \leq 1, t \geq 0, \quad (1.1) \]

\[ u(x,0) = \left(\frac{1}{2} - \frac{1}{2} \tanh \left(\frac{\alpha \gamma}{2(1 + \gamma)}\right)\right)^{\frac{1}{2}} \]

\[ u(x,t) = \left(\frac{1}{2} - \frac{1}{2} \tanh \left(\frac{\alpha \gamma}{2(1 + \gamma)}\right)x - \left(\frac{\alpha^2 + \beta(1 + \gamma)^2}{\alpha(l + \gamma)}\right)\right)^{\frac{1}{2}} \]

(1.3)

where, \( \alpha, \beta, \gamma \) are non-zero parameters and \( u_x(x) = \frac{\partial u}{\partial x} \).

II. ANALYSIS OF THE METHOD

The basic definition of RDTM and that of its inverse can be given respectively as follow [3]:

Definition 2.1. If two dimensional function \( u(x,t) \) is analytic over a specified interval of time \( t \) and spatial dimension \( x \), then we define

\[ U_k(x) = \frac{1}{k!} \left[ \frac{\partial^k}{\partial t^k} u(x,t) \right]_{t=0} \]

(2.1)

where the \( t \)-dimensional spectrum function \( U_k(x) \) is called the transformed function of \( u \). Throughout this paper, the lowercase \( u(x,t) \) represents the original function while the uppercase \( U_k(x) \) stands for the transformed function with respect to time variable \( t \).
Definition 2.2. The differential inverse transform of $U_k(x)$ is defined as follows:

$$u(x,t) = \sum_{k=0}^{\infty} U_k(x) t^k$$  \hspace{1cm} (2.2)

Then combining equation (2.1) and (2.2) we write

$$u(x,t) = \sum_{k=0}^{\infty} \frac{1}{k!} \frac{\partial^k}{\partial x^k} u(x,t) t^k$$  \hspace{1cm} (2.3)

Some basic operational rules of the RDTM that can be obtained from definitions (2.1) and (2.2), are summarized in Table 1.

<table>
<thead>
<tr>
<th>Function</th>
<th>Transformed Form</th>
</tr>
</thead>
<tbody>
<tr>
<td>$u(x,t)$</td>
<td>$U_k(x) = \sum_{k=0}^{\infty} \frac{1}{k!} \frac{\partial^k}{\partial x^k} u(x,t) t^k$</td>
</tr>
<tr>
<td>$w(x,t) = u(x,t) \pm \alpha$</td>
<td>$W_k(x) = U_k(x) \pm \alpha^k$</td>
</tr>
<tr>
<td>$w(x,t) = x^\alpha u(x,t)$</td>
<td>$W_k(x) = x^\alpha U_k(x)$ (\alpha is a constant)</td>
</tr>
<tr>
<td>$w(x,y) = x^n r^m$</td>
<td>$W_k(x) = x^n U_k(x)$</td>
</tr>
<tr>
<td>$w(x,t) = u(x,t) v(x,t)$</td>
<td>$W_k(x) = \sum_{j=0}^{\infty} V_j(x) U_{k-j}(x) = \sum_{j=0}^{\infty} U_j(x) V_{k-j}(x)$</td>
</tr>
<tr>
<td>$w(x,t) = \frac{\partial}{\partial t} u(x,t)$</td>
<td>$W_k(x) = \Gamma(k+r+1) U_{k+r}(x)$, where $\Gamma(x+1) = \int_0^\infty e^{-t} t^x dt$ is the gamma function</td>
</tr>
<tr>
<td>$w(x,t) = \frac{\partial}{\partial x} u(x,t)$</td>
<td>$W_k(x) = U_k(x)$</td>
</tr>
</tbody>
</table>

A detailed analysis of these operations can be seen in [17].

From the above definitions, it is clear that the idea behind the method stems from the concept of Taylor series expansion.

For the purpose of illustration of the proposed method, we write the gas dynamics equation in the standard operator form

$$L(u(x,t)) + R(u(x,t)) + N(u(x,t)) = g(x,t)$$  \hspace{1cm} (2.4)

with initial condition

$$u(x,0) = f(x)$$  \hspace{1cm} (2.5)

where $L(u(x,t)) = u_t(x,t)$ is a linear operator which has partial derivatives, $R(u(x,t)) = u(x,t)$, $N(u(x,t)) = \frac{1}{2} u_t^2(x,t) + u^2(x,t)$ is a nonlinear term and $g(x,t)$ is an inhomogeneous term.

According to the RDTM, we can construct the following recursive formula:

$$(k+1)U_{k+1}(x) = G_k(x) - N(U_k(x)) - R(U_k(x))$$  \hspace{1cm} (2.6)

where $R(U_k(x))$, $N(U_k(x))$ and $G_k(x)$ are the transformations of the functions $R(u(x,t))$, $N(u(x,t))$ and $g(x,t)$ respectively.

For the easy to follow of the reader, we can give the first few nonlinear term are

$N_0 = \frac{\partial}{\partial x} \left( \frac{U_{1}^2(x)}{2} \right) + U_0^2(x)$

$N_1 = \frac{\partial}{\partial x} \left( \frac{2U_0U_{1}(x)}{2} \right) + 2U_0U_1(x)$

$N_2 = \frac{\partial}{\partial x} \left( \frac{2U_0U_{1}(x) + U_{1}^2(x)}{2} \right) + 2U_0U_1(x) + U_1^2(x)$

From initial condition (1.2), we write

$$U_0(x) = f(x)$$  \hspace{1cm} (2.7)

Substituting (2.7) into (2.6) and by a straight forward iterative calculations, we get the following $U_1(x)$ values.

Then the inverse transformation of the set of values $\{U_1(x)\}_{k=0}^\infty$ gives the approximation solution as,
\[ \tilde{u}_n(x,t) = \sum_{k=0}^{n} U_k(x) t^k \]  
(2.8)

where \( n \) is order of approximation solution. Therefore, the exact solution of problem is given by

\[ u(x,t) = \lim_{n \to \infty} \tilde{u}_n(x,t) \]  
(2.9)

### III. APPLICATIONS

In order to illustrate the efficiency and accuracy of RDTM for Burger-Fisher equations, we work on the following two examples.

**Example 3.1.** Let us consider the following Burger-Fisher\[^7\] equation, for \( \alpha = -1, \beta = \gamma = 1 \)

\[ u_t - u_{xx} - u u_x + u(u-1) = 0 \]  
(3.1)

with initial condition

\[ u(x,0) = \frac{1}{2} + \frac{1}{2} \tanh \left( \frac{-x}{4} \right) \]  
(3.2)

Then, by using the basic properties of the RDTM, we can find the transformed form of equation as,

\[ (k+\beta)U_{k+\beta}(x) - U_k(x) + \frac{\partial}{\partial \alpha} U_k(x) - \frac{\partial}{\partial \gamma} U_k(x) + N_k(x) = 0 \]  
(3.3)

where \( N_k(x) \) is transformed form of \( u^\gamma(x,t) \). Using the initial condition (3.2), we have

\[ U_k(x) = \frac{1}{2} + \frac{1}{2} \tanh \left( \frac{-x}{4} \right) \]  
(3.4)

Now, substituting (3.1) into (3.2), we obtain the following values \( U_k(x) \) for \( k = 0, 4 \), successively

\[ U_0(x) = \frac{1}{4} \cosh \left( \frac{x}{4} \right) \], \[ U_2(x) = \frac{1}{8} \cosh \left( \frac{x}{4} \right) \], \[ U_4(x) = \frac{1}{48} \cosh \left( \frac{x}{4} \right) \], \[ U_6(x) = \frac{1}{96} \cosh \left( \frac{x}{4} \right) \].

Then, the inverse transformation gives 4-terms approximation as,

\[ \tilde{u}(x,t) = \frac{1}{48} \cosh \left( \frac{x}{4} \right) \]

(3.5)

It is also noted here that the convergence of the approach can be increased by considering further terms in the series solution. Therefore, the exact solution of problem can be given by

\[ u(x,y) = \lim_{n \to \infty} \tilde{u}_n(x,y) \, . \]

The graphical comparison of the above solution with variational iteration method (VIM)\[^11\] has been given in Figure 1. It should be indicated here that all computations throughout this paper are performed in Maple 13 environment. The exact solution of the problem (3.1) turns to be

\[ u(x,t) = \frac{1}{2} + \frac{1}{2} \tanh \left( \frac{x}{4} + \frac{5t}{8} \right) \]

Absolute errors of this approximation and VIM solution is also compared in Table 2.
Example 3.2. Let us consider the following Burger-Fisher equation, for $\alpha = -1$, $\beta = 1$, $\gamma = 2$,

$$u_t - uu_x - u^2 u_x + u(u^2 - 1) = 0$$  \hspace{1cm} (3.6)

with initial condition

$$u(x,0) = \sqrt{\frac{1}{2} + \frac{1}{2} \tanh \left( -\frac{x}{3} \right)}$$  \hspace{1cm} (3.7)

Then, by using the basic properties of the RDTM, we can find the transformed form of equation as

$$(k+1)U_k(x) - \frac{\partial^2}{\partial x^2} U_k(x) - N_k(x) \frac{\partial}{\partial x} U_k(x) - U_k(x) + \tilde{N}_k(x) = 0$$  \hspace{1cm} (3.8)

where $N_k(x)$, $\tilde{N}_k(x)$ is transformed form of $u^2(x,t)$, $u'(x,t)$. Using the initial condition (3.7), we have

$$U_1(x) = \frac{1}{4} \sqrt{2 - 2 \tanh \left( \frac{x}{3} \right) \left( 1 + \tanh \left( \frac{x}{3} \right) \right)}$$

$$U_2(x) = \frac{1}{16} \sqrt{2 - 2 \tanh \left( \frac{x}{3} \right) \left( -1 + 2 \tanh \left( \frac{x}{3} \right) + 3 \tanh \left( \frac{x}{3} \right)^2 \right)}$$

... $\ldots$

Finally, the $n$-term approximate solution of problem (3.6) with (3.7) by the inverse transform of $U_k(x)$ gives

$$\tilde{u}(x,t) = \sum_{k=0}^{n} U_k(x) t^k$$  \hspace{1cm} (3.10)

Then, the exact solution can be written as

$$u(x,y) = \lim_{n \to \infty} \tilde{u}_n(x,y)$$

which is known to be

$$u(x,t) = \frac{1}{2} + \frac{1}{2} \tanh \left( \frac{x}{4} + \frac{5t}{8} \right)$$

The graphical comparison of the 6-term RDTM and exact solution is given in Figure 2 and the absolute errors of RDTM for different $x$ and $t$ values are presented in Table 2.
RDTM can be successfully designed to obtain approximate solutions of Burger-Fisher equation. As known, RDTM approaches as VIM. Therefore, the proposed method is a powerful, effective and at the same time, efficient method regarding algorithmic simplicity in the computer environment. It is also noteworthy that the results of the RDTM are in rather good agreement with the exact solutions of illustrative examples which are deliberately chosen for comparison reasons.
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