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Abstract—Incorrect angular placement of the acetabular cup 
in total hip replacement induces femoral head dislocation, 
osteolysis, and liner wearing. Some computer-assisted 
navigation systems to aid acetabular cup placement have been 
developed in the past decade, but these are not used extensively 
due to their expense. In this study, a novel algorithm to 
determine the positions of data points in three-dimensional 
space from a single-plane image was developed. Based on the 
validation outcomes, the errors between the true coordinates 
and the computed coordinates were less than 0.1%. This 
algorithm was employed in the development of an intrasurgical 
cup navigation system, which we called the CupNav system. The 
CupNav system consists of four main hardware components: 
one digital camera, one laptop, one movable trolley cart, and 
two self-developed assistant guide frames. In-vitro laboratory 
validation tests indicated that the possible orientation errors 
induced by the prototype of CupNav system were less than 1.9 
degrees in abduction and 1.4 degrees in anteversion. Although 
the CupNav system for acetabular cup placement is in the early 
phase of development, it is clear that the minimal hardware 
requirement (and hence low cost) of this navigation system 
makes it suitable for the widespread training and evaluation of 
inexperienced doctors. 
 

Index Terms—navigation, acetabular cup, computed 
tomography free; computer-assisted surgery, single image 
 

I. INTRODUCTION 

One of the early postoperative complications following 
total hip replacement (THR) is the dislocation of the femoral 
head from the acetabular component [1,2]. Most of the time, 
this is owing to the incorrect angular placement of the 
acetabular cup. In addition to the femoral head dislocation, 
incorrect orientation of the cup might also cause implant 
impingement, pelvic osteolysis, acetabular migration, as well 
as liner wearing [3,4]. Generally, the optimal orientation of 
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the acetabular component is for it to be inserted into the 
acetabulum with an abduction angle of 4010 degrees 
(meanrange) and an anteversion angle of 1510 degrees [5]. 
However, optimal acetabular cup placement continues to be a 
surgical challenge in THR, especially for the 
less-experienced surgeon. Mechanical devices are available 
in guiding the cup placement during surgery. Nevertheless, 
these devices assumed that the trunk and pelvis of the patient 
are aligned in a known orientation relative to the operating 
table, and do not take into account individual variations in a 
patient’s anatomy or the actual position of the pelvis [6]. 
Using only these acetabular guides for intraoperative 
alignment could lead to wide deviation between the desired 
and actual orientation. This has lead to a variety of 
computer-assisted surgery technologies being introduced for 
THR over the past decade. 

 
Computer-assisted navigation systems for acetabular cup 

placement can be categorized as computed tomography (CT) 
based and CT free. In CT-based navigation systems [3,7-9], 
preoperative CT scanning is used to establish the pelvic 
computer model that the surgeon uses in three-dimensional 
(3D) preoperative planning as well as in determining the cup 
orientation during surgery based on the intraoperative 
registration between the virtual model and the actual pelvic 
orientation.  One of the CT-based navigation systems is 
called the HipNav system [3,6-8,10,11], which although 
demonstrating favorable results is also associated with some 
drawbacks, such as the need for the additional CT images 
[12], which results in extra costs and additional radiation 
exposure for the patient, and the need for detailed 
preoperative planning [13]. One example of the CT-free 
approach [12,14,15], is the hybrid CT-free navigation system 
developed by Langlotz et al. [16]. CT-free navigation 
systems greatly simplify the operative process and reduce the 
preoperative time, but the clinical application of CT-free 
navigation systems remains limited due to their expense. 
Moreover, both the CT-based and CT-free navigation 
systems need at least two tracking cameras, and this can 
hinder the surgical procedures. Therefore, reducing the 
preoperative time, the required hardware components, and 
the cost would increase the popularity of computer-assisted 
navigation surgery. 
 

In this study, we developed a single-image-based 
navigation system for acetabular cup placement. This system 
requires only a single planar image (and hence only one 
camera) to determine the coordinates of spatial points, thus 
minimizing the hardware requirements during surgery. 
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II. SINGLE-IMAGE-BASED ALGORITHM  

Before presenting the cup navigation system, it is 
necessary to introduce the single-image-based algorithm in 
determining the coordinate positions of target points in 3D 
space. 
 

The general scheme of transferring an image point into 3D 
space (i.e., back-projection) involves connecting the 
projected point on the image to the focus point, thus 
reconstructing the projection line of the spatial point. When 
at least two images of the same point taken from different 
positions are available, two projection lines can be 
established and the intersection of these two projection lines 
is regarded as the position of the targeted point. The 
disadvantages of this multiple-image approach are (1) two 
image-capture systems are required and (2) more crucially, 
the relative positions of the image-capture systems must be 
calibrated in advance so that all the projection lines can be 
constructed within the same coordinate system. In this study 
we proposed a single-image-based algorithm for determining 
the coordinates of spatial points with minimal set-up 
requirements. 

 
Formulation: 

The general idea of the algorithm is described below: For a 
single spatial target point projected on an image plane, two 
linear equations can be established for the projection line in 
3D space. However, the spatial target point needs three 
equations to determine its three coordinates. Employing a 
second spatial point at a known distance from the first target 
point generates six coordinate unknowns but five equations 
(four from the two projection lines of the two points and one 
from known distance between these two points). With three 
spatial points, the distance between each point-pair is 
provided, nine coordinate unknowns and nine equations 
could be established, and thus the spatial locations of these 
three points can be determined. 
 

For computational simplicity, the three points are arranged 
to be collinear, with the middle point located at the center of 
the other two points, in this study. To illustrate the nine 
equations, the pinhole image-capture model as shown in Fig. 
1 is referred. In the figure, the spatial points A, B, and C are 
the target points with unknown coordinates (three for each 
point), and point F is the focus point. On the image plane, 
points a, b, and c are the image points projected from points 
A, B, and C, respectively. The coordinates of F is set as 

)( Fz0,0,  and the coordinates of points a, b, and c are 

represented as ),,( 0aa yx , ),,( 0bb yx , and ),,( 0cc yx , 

respectively; that is, the coordinate system is selected as the 
xy plane located on the image plane and the z axis passing 
through the focus point. 

 
Fig. 1.  The pinhole image-capture model. Points A, B, and C are the three 
collinear target points in 3D space, with point B located at the center of 
points A and C. Points a, b, and c are the corresponding projected image 
points located on the xy (image) plane, while point F is the focus point 
located on the z axis. 

 
Firstly, the location of point B at the center of line AC yields 
the following three linear equations: 
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However, since points A, B, and C are collinear, the six 
equations from the three projection lines have a rank of only 
five; i.e., there are only five independent linear equations. 
Finally, the length of line AC (LAC, a known value) is 
described by 

ACCACACA Lzzyyxx  222 )()()(  

Because this length equation is nonlinear, two solutions 
are available. However, one of the solutions is clearly 
incorrect, being located behind the image plane (i.e., with 
negative z coordinates), and hence can be readily excluded. 
In total there are nine equations that could uniquely 
determine the nine unknown coordinates of points A, B, and 
C. 
 
Implementation:  

In the above formulation, the nine coordinates of points A, 
B, and C are the unknowns while the coordinates of the focus 
point (obtained from camera calibration) and the three 
projected points on the image plane (obtained by image 
processing) are available data. However, the possible errors 
in obtaining these know coordinates data makes it difficult to 
solve the above nine equations directly for the three spatial 
points. Therefore, in this study an optimization approach was 

used in which the z coordinate of point B ( Bz ) is selected as 

the independent variable. An initial value of Bz  is guessed 

and used in the eight linear equations in the above 
formulation (used as the constraint equations in the 
optimization procedure) to obtain the other eight unknown 
coordinates. The obtained coordinates of points A and C 
were obtained from the computed coordinates of A and C. 
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The difference between the obtained distance and the target 
LAC is set as the objective function: 

2222 ))()()(()( ACCACACAB Lzzyyxxzf   

Each iteration of the optimization loop involves updating the 

value of Bz  so as to reduce the value of the objective 

function. The entire procedure was implemented in 
MATLAB 5.3 (MathWorks, Natick, MA, USA) using the 
built-in function fminsearch as the optimization engine. 
 
Program Validation: 

Three virtual data sets were set up to validate the 
implemented program. In each data set, the coordinates of the 
three target points (A, B, and C) were predetermined with LAC 
equals to 100 mm. These target points were projected to the 
xy (image) plane with the focus point located at 

mm 20.7Fz . The projected coordinates of points a, b, 

and c along with Fz  were then used as the input data to the 

optimization program and the output coordinates of points A, 
B and C were compared with the real coordinates of these 
three points. To test the effective range of this program, the 

Bz  values in the three test sets were selected as 150 mm, 

1500 mm, and 15000 mm. The results showed that the 
normalized errors between the true coordinates and the 
computed coordinates of the three target points in three test 
sets were all less than 0.1%. The time required to obtain the 
solutions of each set was less than 1 second using Pentium 
1.6 GHz with convergent tolerance set at10 -9. 

III. DEVELOPMENT AND VALIDATION OF THE CUP 

NAVIGATION SYSTEM 

sing the single-image-based algorithm, an intrasurgical 
cup navigation system was developed: we called this the 
CupNav system. In section 3.1–3.3, the hardware and 
software, surgical procedure, and validation of the system, 
were described respectively. 
 
Hardware and Software 

The CupNav system consists of four main components: (i) 
one Canon PowerShot G3 digital camera; (ii) one IBM T42 
laptop; (iii) one movable trolley cart, and (iv) two 
self-developed assistant guide frames (Fig. 2). The digital 
camera, controlled by the laptop via Universal Serial Bus 
connection, is used to track the orientation of the two guide 
frames through the light emitting diodes (LEDs) embedded 
on the frames. The camera and laptop are fixed on a movable 
trolley cart. The two guide frames are used as: (i) the pelvic 
reference frame (PRF) fixed on the pelvis in order to setup 
the reference coordinate system of pelvis during surgery (Fig. 
2a), and (ii) the cup impactor holder frame (IHF) fixed on the 
cup impactor to determine the cup orientation prior to impact 
(Fig. 2b).  

 
Fig. 2. Photographs showing the two self-developed guide frames: (a) the 
pelvic reference frame (PRF), (b) the impactor holder frame (IHF), and (c) 
using the CupNav system with the equipped tools. 

 
The upper part of the PRF consists of three rods 

perpendicular with each other to represent the three axes of 
the pelvic frame (z-axis by the inferior-superior rod, y-axis 
by the medial-lateral rod, and x-axis by the posterior-anterior 
rod). Three red LEDs 5 cm apart, are embedded in each of the 
three rods and are used as the three collinear points (points A, 
B, and C, in Fig. 1.) in the single-image-based measuring 
algorithm. The lower part of the PRF consists of a 
ball-and-socket joint (Fig. 2a) for adjusting the three-axis 
rods aligned with the pelvis orientation (the adjusting 
procedure is described in Section 3.2). The inferior-superior 
and posterior-anterior rods also contain a small spirit level 
(Fig. 2a) in helping the adjustment.  

 
The IHF is a two-rod frame (Fig. 2b) and, similar to the 

PRF, three LEDs are embedded in each rod and used as the 
three collinear points for the single-image-based measuring 
algorithm. This IHF is mounted on the impactor and the plane 
constructed by the two-rod fame is perpendicular to the long 
axis of the impactor. The orientation of the impactor during 
surgery could thus be determined by the cross-product of the 
two-rod directions. The purpose of using a two-rod design 
instead of a one-rod frame mounted along the axial direction 
of the impactor is to prevent the possible obscure of the IHF 
during surgery. 

 
The software of the CupNav system was implemented 

using MATLAB (Fig. 3). The two main functions included: 
(i) light the LEDs on the PRF and acquire the image from the 
digital camera by the click of the References button in Fig.3; 
convert the color images (Fig. 4a.) to a binary image (Fig. 
4b.) based on the intensity values of read color of each pixel; 
apply a noises filter to clean up the binary image (Fig. 4c); 
compute the centroid of each LED from the image (Fig. 4d); 
determine the space coordinates of the LEDs by the 
single-image-based algorithm and thus determined the 
coordinate system of the pelvis. (ii) Light the LEDs on the 
IHF and acquire the image from the digital camera by the 
click of the Impactor button in Fig.3; apply the same imaging 
processing procedures mentioned above to obtain the 
direction of the Impactor and thus attain the cup orientation 
(the angles of abduction and anteversion (Fig. 3).  
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Fig. 3 The software interface of the CupNav system is showed. The 
Reference button calculates the coordinate system of the pelvis. The 
Impactor button obtains the orientation of the cup impactor. The upper two 
x-ray figures show the current cup angles of abduction and anteversion. The 
lower left graph identifies the errors in these two angles. (The green dot 
indicates the target orientation of the cup while the red dot is the actual cup 
orientation). 
 

 
Fig. 4. The image-processing procedures: (a) the original color image, (b) the 
binary image after thresholding with the intensity of red color, (c) noises on 
the lower right portion would be filter out, and (d) two-dimensional centroid 
of a LED 

 
Surgical Procedure 

The most crucial step in applying the CupNav system is to 
align the PRF with the anatomic coordinate system of the 
pelvis. To achieve this alignment the anterior pelvis plane 
(APP) used in the study of Jaramaz et al. [3] is referred. The 
APP is defined by the two anterior superior iliac spines and 
the two pubic tubercles (Fig. 5). This plane defines the pelvic 
coordinate system from which pelvic and acetabular cup 
alignment are measured. Prior to the surgery, the patient is 
positioned and stabilized on the operating table in the lateral 
decubitus position, with the APP perpendicular to the 
operating table and the inferior-superior axis of the pelvis 
parallel to the operating table [6]. The PRF is then mounted 
on a nail fixed to the superior up of the acetabulum (Fig. 2c), 
and the inferior-superior and posterior-anterior rods are 
orientated parallel to the operating table using the spirit level. 
The PRF is further rotated around the medial-lateral rod until 

the inferior-superior rod is parallel to the line formed by the 
anterior superior iliac spine and pubic tubercles. The 
fluoroscopy image from C-arm is employed to confirm the 
alignment outcome. After confirmation, the ball-and-socket 
joint on the PRF is locked to prevent movement between the 
PRF and the pelvis. This allows the movement and 
orientation of the pelvis to be monitored continuously 
throughout the surgery by calculating the position of the 
PRF. 

 
Once the PRF is aligned with the pelvis, the References 

button is clicked to register the PRF orientation. Then, the 
cup is placed in a free-hand manner, and the Impactor button 
is clicked to determine the relative positions between the IHF 
and the PRF, which yields the abduction and anteversion of 
current cup setup. The cup is fixed into the acetabulum if this 
orientation is deemed suitable for the patient. Otherwise, the 
cup orientation, and thus the direction of the IHF, is 
re-adjusted and the Impactor button is clicked again until the 
desired orientation is obtained. If the pelvis moves during 
surgery, its coordinate system must be recalculated by 
clicking the References button again. 

 
Fig. 5. Definition of the pelvic coordinate system. The three axes of the 
anterior pelvic plane are defined using four pelvic landmarks: both anterior 
superior iliac spines and two pubic tubercles. 

 
System Validation 

The prototype of CupNav system was validated using a 
commercial coordinate 3D digitizer (BHN 710, Mitutoyo, 
Aurora, IL). A saw-bone pelvis (Sawbones, Vashon, WA, 
USA) was fixed on a jig and placed in an orientation 
consisted with the surgical procedure described above. The 
anatomic coordinate system of the pelvis (based on the APP) 
as well as the cup orientations (based on the impactor) were 
then determined with the digitizer. The CupNav system was 
employed simultaneously to determine the cup orientation. It 
is noted that the location of the digital camera was 
determined based on the field of view therefore the 
coordinates system of the camera is different form the 
digitizer. However, this would not affect the angular 
outcomes. Two cup orientations were used in the validation 
test and the resulting angles of both approaches were listed in 
Table I which indicate the maximum differences between 
these two approaches are 1.9 degree in abduction and 1.4 
degrees in anteversion. 
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TABLE I 
Orientation of the cup determined from the 3D digitizer and the CupNav 

system. 

Trial 
number 

Cup orientation 
BHN 710 
(degrees) 

CupNav 
(degrees) 

Error 
(degrees) 

# 1 
Abduction 44.2 42.3 1.9 

Anteversion 14.1 12.7 1.4 

# 2 
Abduction 45.9 44.1 1.8 

Anteversion 35.3 34.1 1.2 

 
Many factors would contribute the errors of current 

prototype of the CupNav system. However, based on the high 
accuracy of the virtual data test for the program, the major 
factors inducing the errors should from the input data of the 
single-image measuring algorithm no the algorithm itself. 
One of the errors is the centroid position of the LED 
determined from the imaging processing procedure. This is 
sourced from the scattering and uneven intensity of the 
LEDs. Moreover, the different orientations of the pelvis 
determined from the APP in the digitizer measuring and from 
the PRF in the CupNav system would also contribute the 
variations between these two approaches, in addition to the 
dimensions tolerances of the two hand-mad reference frames. 

IV. CONCLUSIONS AND FUTURE WORKS 

A novel algorithm to determine the positions of data points 
in 3D space from single-plane image was developed and 
applied to the guiding system of acetabular cup placement. 
The major advantage of this algorithm is that it requires little 
a prior information: only three collinear points separated with 
a known distance, which cut down the required hardware 
setup of a cup guiding system. In-vitro laboratory tests 
indicated that the possible orientation errors induced by the 
prototype of CupNav system are less than 1.9 degrees and 
could be reduced by better LED setup and more precise 
manufacturing of the frames. Nevertheless, the minimum 
hardware requirement of this CupNav system makes it 
possible to provide an affordable guiding system for the 
training and evaluation of inexperience doctors.  
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