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Abstract—Keerthi and Shevade (2007) proposed an efficient algorithm for constructing an approximate LARS solution path for logistic regression as a function of the regularization parameter. In this paper we extend our approach to multinomial regression. We show that a brute-force approach leads to a multivariate approximation problem resulting in an infeasible path tracking algorithm. Instead, we introduce a non-canonical link function thereby a) repeatedly reusing the univariate approximation of Keerthi and Shevade and b) producing an optimization objective with a block-diagonal Hessian. We carry out a simulation study that shows the computational efficiency of the proposed technique. A Matlab implementation is available from the author upon request. We apply this technique to a web personalization problem in corporate marketing.
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I. INTRODUCTION

We consider a multinomial regression solution to a K-class classification problem. Let \( \{(x_i, y_i), 1 \leq i \leq N\} \) denote the training data set. It is assumed to be an independent, identically distributed sample of \((X, Y)\), a data pair of a predictor vector \( X \) and a response \( Y \) that takes values in the set \( \{1, 2, \cdots, K\} \) of class labels. Furthermore, the conditional distribution of \( Y \) is assumed to be

\[
Y|X = x \sim \text{Multinomial}(p_1(x), \cdots, p_K(x)),
\]

where \( p_k(x) \) are unknown conditional class probabilities

\[
p_k(x) = P(Y = k | X = x)
\]

for a predictor realization \( x \). Our goal is to estimate the \( p_k(x) \).

We adopt a generalized linear model [1] with link function \( \rho \), so that

\[
p_k(x, \beta) = P(Y = k | x, \beta) = \rho_k \left( x^T \beta^{(1)}, \cdots, x^T \beta^{(K)} \right).
\]

The purpose of the link function in a generalized linear model is to map the linear predictors, in this case \( x^T \beta^{(k)}, 1 \leq k \leq K \), into the mean of the response distribution, in this case \( p_k(x, \beta), 1 \leq k \leq K \). In particular, the \( p_k \) are now parameterized by \( \beta = (\beta^{(1)}, \cdots, \beta^{(K)}) \), the unknown parameter vector that determines the model, where \( \beta^{(k)} \) denotes the parameter vector corresponding to class \( k \) with \( \beta^{(K)} \equiv 0 \) by convention to remove ambiguity introduced by the constraint \( \sum_k p_k(x, \beta) = 1 \). A typical choice of \( \rho \) is the canonical link [1]

\[
p_k(x, \beta) = \frac{\exp \left( x^T \beta^{(k)} \right)}{\sum_{l=1}^{K} \exp \left( x^T \beta^{(l)} \right)}.
\]

As a criterion of finding \( \beta \), we pose the penalized likelihood problem

\[
\min_{\beta} f_{\lambda}(\beta),
\]

where

\[
f_{\lambda}(\beta) = f_0(\beta) + \lambda ||\beta||_1
\]

and

\[
f_0(\beta) = \frac{\mu}{2} \beta^T A \beta - \sum_{i=1}^{N} \log p_{y_i}(x_i, \beta)
\]

is the sum of an \( L_2 \) regularization penalty and a negative log-likelihood. The regularization penalty matrix \( A \) is any positive semidefinite matrix, such as the identity or a kernel penalty matrix [2]. Thus, our regularization introduces both an \( L_1 \) penalty in (3) and an \( L_2 \) penalty in (4), a so-called elastic net proposed in [3]. While \( \mu \) is fixed at a small value as in [3], our task is to compute the solution \( \hat{\beta}(\lambda) \) as a function of the \( L_1 \) penalty weight \( \lambda \) known as a regularization parameter as the latter varies over the nonnegative numbers. We will refer to \( \hat{\beta}(\lambda) \) as the solution path.

When \( \lambda \) is very large, \( \hat{\beta}(\lambda) = 0 \) as the \( L_1 \) penalty dominates. As \( \lambda \) decreases, more and more coordinates of \( \beta \) become nonzero, typically one at a time leading to sparse solutions for interesting values of \( \lambda \). This is contrasted with using a single \( L_2 \) penalty where typically all coefficients \( \beta(\lambda) \) become nonzero simultaneously [4], [5]. The latter choice results in many small coefficients which are typically estimated with high variance. Therefore, \( L_1 \) penalty solutions are often superior in estimation accuracy [5]. A sparse solution also offers important practical advantages as a production system that uses one needs to concern itself with generating only a subset of predictors in real time, so that online model evaluations become faster. Finally, as \( \lambda \) approaches zero, \( \hat{\beta}(\lambda) \) approaches the minimizer of (4), which is the maximum likelihood solution subject to the small \( L_2 \) penalty.

Spearheaded by seminal research [4], efficient algorithms for constructing the entire solution path for all values of \( \lambda \) were proposed in [2], [5], [6]. Advantages of solution path tracking include a) sorting the predictors by their importance based on the order in which they enter the model as \( \lambda \) decreases and b) choosing the best fit in the entire solution path (e.g. by cross-validation) having yielded all the parameter vectors, which are calculated in one pass by the procedure. The computational complexity of path-tracking algorithms is comparable to that of a single-\( \lambda \) optimization [5]. This result is concurred in practice by [7] showing that running times of path tracking are not much worse than those of single-\( \lambda \) competitors. Since selecting the \( \lambda \) typically involves running the latter with many trial values, path tracking offers a significantly better quality/run-time tradeoff than a

Manuscript received February 02, 2011; revised April 19, 2011.

I. Gluhovsky is Chief Scientist, Ancestry.com Inc., San Francisco, CA 94107, iliyagluk@gmail.com, igluhovsky@ancestry.com

Manuscript received February 02, 2011; revised April 19, 2011.

Manuscript received February 02, 2011; revised April 19, 2011.
Inclusion of the $L_1$ penalty into a fitting criterion was first treated in detail in [8], where it was dubbed LASSO. [4], [5] proposed a path-tracking method called least angle regression and LASSO (LARS) for squared-error loglikelihood (as in linear regression solved by ordinary least squares) whose simple modification in particular yields the entire LASSO solution path. [6] extended the technique to generalized regression models with piecewise-quadratic loglikelihood. [2] proposed an efficient approximation method that reduces the logistic regression problem to the setting in [6].

Path tracking is based on the following observation. Whenever the function $f_0$ in (4) is piecewise quadratic in $\beta$, the solution path $\beta(\lambda)$ is piecewise linear. At each step, [6] calculates the direction of a new segment and the extent to which the solution path follows the segment. [2] specializes to logistic regression, which is a special case of multinomial regression with the number of classes $K = 2$. In order to use the path tracking algorithm in [6], [2] proposes a particular piecewise quadratic approximation to the loglikelihood in (4). Additionally, [2] proposes a pseudo-Newton correction process applied after the original path construction to reduce the impact of the approximation and move closer to the true solution path. [6] extended the technique to generalized regression models with piecewise-quadratic loglikelihood.

In this paper we propose an approximate path tracking method for multinomial regression. To the best of our knowledge, this is the first multinomial least angle regression method for multinomial regression. To the best of our knowledge, this is the first multinomial least angle regression method. We now outline the specifics of our contribution.
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The process is linear over \((-\infty, -4]\) with the slope of \(-1\) and is zero over \([4, +\infty)\). Only the values of \(a(r)\) given in Table I are used in the path tracking algorithm in Section 3. Other details are available in [2].

We now introduce the new link function that allows us to approximate the multinomial loglikelihood by only involving this univariate \(l(r)\) and not its multivariate counterparts as outlined above and detailed in Section IV. It is defined by

\[
\hat{l}(r) = \frac{1}{2}a(r)r^2 + b(r)r + c(r) \tag{8}
\]

with \(a(r)\), \(b(r)\), and \(c(r)\) being constant within each segment.

In particular, \(\hat{l}(r)\) is linear over \((-\infty, -4]\) with the slope of \(-1\) and is zero over \([4, +\infty)\). Only the values of \(a(r)\) given in Table I are used in the path tracking algorithm in Section 3. Other details are available in [2].

Thus, the linear predictor \(\eta_k = x^T \beta^{(k)}\) determines the fraction of \(P[Y = k+1|x, \beta]\) in \(P[Y < k+1|x, \beta]\). This is known as stick-breaking construction often used in conjunction with Dirichlet processes\(^1\). In particular, any distribution \(\{p_1(x, \beta), \ldots, p_K(x, \beta)\}\) can be represented by (9) for the appropriate choice of linear predictors \(\eta_1, \ldots, \eta_K\) and, conversely, any choice of the linear predictors corresponds to a valid distribution \(\{p_1(x, \beta), \ldots, p_K(x, \beta)\}\) obtained through (9).

Below we use the convention that an empty product is one and an empty sum is zero. The \(p_k\) can be recovered by

\[
p_k(x, \beta) = \prod_{m=1}^{K-1} \frac{1}{1 + \exp(-x^T \beta^{(m)})},
\]

and for \(k \geq 2,

\[
p_k(x, \beta) = \sum_{l=1}^{k} p_l(x, \beta) - \sum_{l=1}^{K-1} p_l(x, \beta) = \prod_{m=k}^{K-1} \frac{1}{1 + \exp(-x^T \beta^{(m)})} - \prod_{m=k-1}^{K-1} \frac{1}{1 + \exp(-x^T \beta^{(m)})} \]

\[
= \prod_{m=k}^{K-1} \frac{1}{1 + \exp(-x^T \beta^{(m)})} \left[1 - \prod_{m=k}^{K-1} \frac{1}{1 + \exp(-x^T \beta^{(k-1)})}\right] \]

\[
= \prod_{m=k}^{K-1} \frac{1}{1 + \exp(-x^T \beta^{(m)})} \left[1 + \exp(x^T \beta^{(k-1)})\right].
\]

These factorizations enable us to express the loglikelihood summands in (4) in terms of \(l\) in (6) by

\[
\log p_1(x, \beta) = -\sum_{m=1}^{K-1} l(x^T \beta^{(m)}),
\]

\[
\log p_k(x, \beta) = -\sum_{m=k}^{K-1} l(x^T \beta^{(m)}) - l(x^T \beta^{(k-1)}), \quad k \geq 2 \tag{9}
\]

Thus, a piecewise quadratic approximation to the univariate \(l(r)\) induces that to the penalized loglikelihood in (4). This allows for a computationally efficient path tracking algorithm that we describe next.

### III. Path Tracking Algorithm

The hat quantities in the new minimization objective

\[
\min_{\beta} \tilde{f}_\lambda(\beta), \tag{11}
\]

with

\[
\tilde{f}_\lambda(\beta) = \hat{f}_0(\beta) + \lambda \|\beta\|_1 \tag{12}
\]

are obtained from (2)-(4) by using the approximation \(\hat{l}(r)\) in place of \(l(r)\) in (10) and substituting these into (4):

\[
\tilde{f}_0(\beta) = \frac{1}{2} \beta^T A \beta + \sum_{i=1}^{N} \sum_{k=\max(1, y_i)-1}^{K-1} \hat{l}(r_{ik}), \tag{13}
\]

where \(r_{ik} = s_{ik} x_i \beta^{(k)}\) with \(s_{ik} = 1\) if \(y_i \leq k\) and \(s_{ik} = -1\) if \(y_i = k + 1\). The gradient \(\hat{g}\) and the Hessian \(\hat{H}\) of \(\tilde{f}_0\) are given by

\[
\hat{g}(\beta^{(k)}) = \mu A_k \beta^{(k)} + \sum_{i=1}^{N} \{1_{y_i \leq k+1} s_{ik} x_i [a(r_{ik}) r_{ik} + b(r_{ik})] \}
\]

\[
\hat{H}(\beta^{(k)}, \beta^{(l)}) = \mu A_k + \sum_{i=1}^{N} \{1_{y_i \leq k+1} x_i x_i^T a(r_{ik}) \}
\]

\[
\hat{H}(\beta^{(k)}, \beta^{(l)}) = 0, \quad k \neq l, \tag{14}
\]

where \(\hat{g}(\beta^{(k)})\) refers to the vector of partial derivatives with respect to \(\beta^{(k)}\), \(\hat{H}(\beta^{(k)}, \beta^{(l)})\) is the block of \(\hat{H}\) with rows (columns) corresponding to \(\beta^{(k)} (\beta^{(l)})\), and we assume that the \(L_2\) penalty matrix \(A\) is block-diagonal with the rows and columns of block \(A_k\) corresponding to \(\beta^{(k)}\). We also used the fact that \(l\) is piecewise quadratic with coefficients \(a, b, c\) (the latter is not used) as given by (8).

Given the gradient and the Hessian, we can apply the path tracking algorithm of [2], [6]. We now outline its justification and main steps. The Karush-Kuhn-Tucker conditions [6] imply that for any parameter \(\beta_j\), either it is inactive with \(\beta_j = 0\) and \(|\hat{g}_j| \leq \lambda\) or it is active (\(\beta_j \neq 0\)) with

\[
\hat{g}_j = -\lambda \text{sgn}(\beta_j), \tag{15}
\]

where \(\text{sgn}(\beta_j)\) is the sign of \(\beta_j\). Let \(A\) be the set of active parameters and use notation \(x_A\) and \(B_A\) to denote the vector \(x_j, j \in A\) and the block of matrix \(B\) with rows and columns from \(A\) respectively.

Since \(\tilde{f}_0\) is piecewise quadratic (or from (14) and (15)), a change in \(\beta\) and \(\hat{g}\) are related by \(\delta \hat{g} = \hat{H} \delta \beta\). Setting \(\delta \lambda = -1\), (16) implies that

\[
\delta \beta_A = \hat{H}_A^{-1} \delta \hat{g}_A = \hat{H}_A^{-1} \text{sgn}(\beta_A) = -\hat{H}_A^{-1} \text{sgn}(\hat{g}_A).
\]

Thus, as \(\lambda\) decreases, the solution path extends in the direction above implying in particular its piecewise linearity. The linear extension continues until either a) a new parameter \(j\) becomes active with \(|\hat{g}_j| = \lambda\); b) a parameter reaches zero; or c) the path reaches a piecewise quadratic approximation segment endpoint for any of the
A complexity of using form computation. This is thanks to using the univariate Hessian in the canonical link (1) when a single block of the Hessian since only a single parameter addition and removal in steps c) and f) as well as a single change for a \((i^*, k^*)\) pair in g) entails an update of only a single block of the Hessian since only a single \(k^*\) is affected. By contrast, if the canonical link (1) were to be used, it could be seen that differentiating (5) with respect to \(\partial \beta(k)\partial \beta(l), k \neq l\) would not produce zero. Therefore, one does not obtain a block-diagonal Hessian in the canonical link case.

Finding the \(d\) in c) for each \((i^*, k^*)\) pair is a simple closed-form computation. This is thanks to using the univariate approximation whose approximation regions are segments. In the next section we contrast this simplicity with the complexity of using \((K - 1)\)-variate approximation regions which would ensue if the canonical link (1) were to be employed.

**IV. MULTIVARIATE APPROXIMATION WITH CANONICAL LINK**

To further emphasize the importance of choosing the proposed link function, we pause here to review the difficulties which would be caused by using the canonical link (1). As discussed above, a parallel approach would be to approximate \(l'_{k'}\) in (7) with a piecewise quadratic function. In the case of \(K = 3\), Figure II depicts \(l_3(r_1, r_2)\). \(l_3\) can be seen to be highly non-additive. That is, there are no functions \(a_1(r_1)\) and \(a_2(r_2)\) whose sum adequately approximates \(l_3(r_1, r_2)\). For if it were the case, the graphs of \(l_3(-5, r_2)\) and \(l_3(5, r_2)\) against \(r_2\) marked by arrows in Figure II would have approximately the same shape, namely that of \(a_2(r_2)\), and would only differ in their vertical positions. Therefore, an additive expansion similar to (10) enjoyed in the proposed link case which would allow for univariate approximations to \(a_1(r_1)\) and \(a_2(r_2)\) is not possible.

Alternatively, one may attempt to develop a \((K - 1)\)-dimensional piecewise quadratic approximation, where the “pieces” are proper \((K - 1)\)-dimensional regions. A computational infeasibility of this approach for large training datasets lies in the step c) of the algorithm above, where the distance \(d\) to reach the boundary of the current “piece” has to be computed for every training data point. Since tracking multivariate boundaries is tricky regardless of their shapes, this is not a scalable proposition. Nevertheless, let us examine the mixed second derivative \(\partial l_3(r_1, r_2)/\partial r_1\partial r_2\) depicted in Figure III. A piecewise quadratic approximation has a piecewise constant second derivative. Therefore, the...
boundaries of an accurate approximation should generally follow the contour curves in Figure III. A convoluted shape of these contour curves only adds to the boundary tracking problem. These difficulties are expected to become even more pronounced as $K$ grows.

V. EMPIRICAL EVALUATION

In this section we report the results of a brief computational performance comparison study of our Matlab implementation of the path-tracking algorithm with the proposed link function against two competitors: the standard Matlab multinomial regression routine *mnrfit* and a publicly available Matlab implementation\(^2\) of a two-metric projection method (TMPM) with non-negative variables \([7], [9]\). Note that *mnrfit* aims at finding the maximum likelihood solution, but does not carry out any $L_1$ regularization. TMPM does carry out $L_1$ regularization, but only attempts to solve the regularized problem (2) for a particular $\lambda$ as opposed to finding the whole solution path as in our technique. Therefore, our primary question in this study is how much more computationally expensive it is to obtain the full regularized solution path.

We generate simulation datasets for various numbers $N$, $P$, and $K$ of observations, predictor variables, and class labels respectively. In order to run these simulations on a commodity laptop with 2GB of RAM, we generate sparse matrices $X$ of size $N \times P$ with the $2.5\%$ fraction of nonzero entries sampled uniformly from $[0, 1]$. Furthermore, upon generating the true coefficient vector $\beta$ also sampled uniformly from $[0, 1]$, for each row $x_i$ of $X$ we apply the link function to the linear predictors $x_i^T \beta(\cdot)$, $1 \leq k \leq K - 1$ to calculate multinomial probabilities and then draw from the latter to finally generate response $y_i$. For each triple $(N, P, K)$ we repeat this process $m$ times, each time regenerating $X$, $\beta$, and $y$, measure the $m$ running times across the three techniques, and then record the average for each technique over the $m$ runs. Note that the same $m$ simulated datasets are used for each of the three techniques.

Table II summarizes the results. When choosing the dataset triples $(N, P, K)$ we tried to balance the number of observations $N$ and the number of parameters $P(K - 1)$. This is typical of real-life applications where recording more observations often affords an opportunity to add predictors to the model in an effort to explain more subtle patterns in the data. We used $m = 30$ repetitions for the upper 3 rows and $m = 100$ for the rest. The rows are sorted in the descending average running time for both *mnrfit* and LARS.

We observe that for the small bottom three configurations LARS is actually the most computationally efficient method. That is, not only does the proposed LARS method carry out $L_1$ regularization and compute the whole solution path, but it also does this in the least amount of time among the three techniques! Furthermore, having a large number of class labels $K$ hurts TMPM most. It came significantly behind LARS for two out of the three configuration triples with $K \geq 12$. For the medium-size triple (10K, 100, 3) LARS ran about as fast as *mnrfit*, while for the two largest-size triples it performed less than three times worse than TMPM. To put this factor of three into proper context, if one were to vary $\lambda$ as part of model selection, one would be better off running LARS to obtain the whole solution path than picking 3 different $\lambda$’s to choose from and running TMPM. Since one typically explores a much greater number of $\lambda$’s, LARS would be a heavy favorite from the computational perspective over TMPM.

VI. APPLICATION TO WEB PERSONALIZATION

We apply the proposed technique to a corporate marketing web personalization problem. A *carousel* widget, a yellow popin that appears in the middle right in Figure 4, was deployed across a large segment of Sun Microsystems web properties, including www.sun.com, docs.sun.com, developers.sun.com, and so on. The carousel shows up to 12 items (4 frames, 3 items per frame) pointing to various pieces of marketing collateral, such as white papers, webinars, demos, etc. The goal of presenting the collateral is not only to serve as an initial research tool at the awareness and early consideration stages of a prospective customer lifecycle, but also to let the users self-select into interested parties, submit registrations to possibly become sales leads, and initiate inbound interaction with sales \([10]\).

The key problem is item selection for populating the carousel. To this end, we first apply the proposed technique to classify a user into one of the following categories: Developer, System Administrator, Retail Partner, Federal, Enterprise, Small/Medium Business, Startup, and Student. This multinomial model is fitted on approximately 15K users who classified themselves as part of their engagement with the company. The category was regressed on user actions recorded on and off the web, such as visited web page content, software downloads, registrations, sales interaction, etc.

Second, we undertake two approaches. In the user segmentation approach, editors hand-pick appropriate items for each category of users and the system rotates through them giving preference to items that perform better within a given user category. In the personalization approach, a logistic LARS model is fitted to predict the success probability for an item in the context of a user. The definition of success varies with an item, but is typically a click, a registration, initializing a chat with sales, etc. The context of a user consists of a) the aforementioned user actions where we also distinguish as to whether or not they have taken place during the current browser session; and b) the inferred multinomial probabilities from the classification above. Thus, these probabilities were explicitly included as *predictors* in the logistic model. Giving

---

\(^2\)http://www.cs.ubc.ca/ schmidtm/Software/code.html
specific attention to the current browser session aims at making the items relevant to the user based both on what we know about her historically and on what she is engaged in at the moment. Finally, based on the logistic probabilities and the expected payoff of a success as well as some business logic, a decision for populating the carousel is made.

While the personalization approach generates significantly more success events (by about 30%), the simpler segmentation approach fares similarly better than a baseline test of just showing popular items, user category notwithstanding. Additionally, the category probabilities proved to be some of the most significant predictors in the logistic model. Thus, this preclassification constitutes a potent method for improving a model by bringing in highly relevant and compactly packaged information. Overall, the personalization program proved a great success nearly doubling both the rate of sales lead generation from the web and the pipeline revenue from these leads.

VII. CONCLUSION

In this work we extended least angle regression and LASSO (LARS), a state-of-the-art approach to building regularized solution paths, to the multinomial regression setting. To the best of our knowledge, this is the first such extension in the literature. We started with the logistic regression algorithm in [2]. An analogous approach would entail an introduction of \((K - 1)\)-dimensional approximation regions and computing points of intersections of lines with these regions as part of building solution path extensions. This would result in significant complexity, computational performance degradation, and scalability limitations. Instead, we proposed an efficient method by introducing a new link function based on stick-breaking construction. Using this link function allows us to continue relying on a univariate approximation to a) efficiently carry out path extension distance computations and b) work with a block-diagonal Hessian. The latter permits inversion of only a single block of the Hessian during each step of the algorithm.

Least angle regression methods typically exhibit running times comparable to those of a single-objective optimization method, such as unpenalized maximum likelihood estimation or regularization for a single value of the regularization parameter. We were able to verify this superior quality/scalability tradeoff for the proposed technique. Our research-quality Matlab implementation is available from the author.
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