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Abstract—Fingerprinting is an indoor location technique, based on wireless networks, where data stored during the offline phase is compared with data collected by the mobile device during the online phase. In most of the real-life scenarios, the mobile node used throughout the offline phase is different from the mobile nodes that will be used during the online phase. This means that there might be very significant differences between the Received Signal Strength values acquired by the mobile node and the ones stored in the Fingerprinting Map. As a consequence, this difference between RSS values might contribute to increase the location estimation error. One possible solution to minimize these differences is to adapt the RSS values, acquired during the online phase, before sending them to the Location Estimation Algorithm. Also the internal parameters of the Location Estimation Algorithms, for example the weights of the Weighted k-Nearest Neighbour, might need to be tuned for every type of terminal. This paper focuses both approaches, using Direct Search optimization methods to adapt the Received Signal Strength and to tune the Location Estimation Algorithm parameters. As a result it was possible to decrease the location estimation error originally obtained without any calibration procedure.

Index Terms—Fingerprinting Location, IEEE802.11, Direct Search Optimization Methods, LEA calibration, RSS adaptation.

I. INTRODUCTION

Fingerprinting location estimation is a wireless network based technique on which the values of a given property of the wireless signals, received by a mobile device, are compared with a set previously stored values, called the Fingerprinting Map (FM). This location estimation technique belongs to the scene analysis methodologies [1], and it comprises two distinct phases: one on which data to generate the Fingerprinting Map is collected, called the offline phase; and a second phase, called the online phase, on which the estimation of the node location is made by comparing the collected data with the data stored in the Fingerprinting Map [2], [3], [4].

Typically, the property of the wireless signal used in Fingerprinting is the Received Signal Strength (RSS). During the offline phase, for each point of the spatial domain that will be mapped on the Fingerprinting Map, are collected RSS values from the wireless base stations that will be used as references. In a WiFi network those references are the infrastructure Access Points.

The signal received by the wireless node from each Access Point can be expressed as in Eq. 1:

$$P_r = P_t + G_t + G_r - L_{sum}$$

where $P_r$ is the received power (in dBm), $P_t$ is the output power of the AP (in dBm), $G_t$ and $G_r$ the gains of the transmitting and the receiving antennas (in $dB$ or $dBi$) and $L_{sum}$ is the sum of all losses in the path between the transmitter and the receiver (in $dB$).

It is obvious that different types of mobile terminals might have different types of antennas that consequently might have different values of gain and directivity, therefore, under the same operating conditions they will have different values for the RSS.

These differences can have a negative impact on the performance of Location Estimation Algorithms (LEA), used in the online phase, whenever the mobile node to be located is not the same that was used to collect data from which the Fingerprinting Map was generated. When different types of mobile terminals are used during the offline and online phases, it is expected that the values of RSS used to locate the mobile device, are different from those that were previously stored in the Fingerprinting Map.

Collecting wireless network data to generate the FM using every type of mobile terminal that could be used during the online phase it not a feasible solution because of the large number of existing mobile terminals that could potentially be used in such applications.

Restricting the access to the location estimation application only to a subset of mobile terminals, with which data was collected to generate the FM, might not be also the best solution because it would exclude many mobile terminals from the location system.

In this paper are presented two techniques to overcome the differences between mobile terminals, and minimize the impact of using different terminals during the offline and online phases. One of these techniques consists on adapting the RSS values before trying to locate the mobile device.

$$r = G + t - G - t$$

$$r = G + t - G - t$$
and the second technique consists on adapting the internal parameters of the LEA to match the characteristics of mobile terminal in use.

The main objective of this work is to find a calibration procedure that enables the location estimation system to work correctly for a given mobile terminal, without the need to collect data in all (or too many) points of the scenario with it. The mobile terminal should be placed at some predefined calibration points where the calibration would be executed.

For the calibration procedure to be feasible in a real-life location estimation application, the calibration points that were used in this paper are located at the entrance hall of the building where data to do the calibration and location estimation tests was collected.

II. RSS AND LEA ADAPTATION

In this section are presented the two techniques proposed to minimize the effect of using different types of mobile terminals. In both cases, adaptation of the acquired signals and LEA adaptation, Direct Search Methods are used. These methods are useful when derivative-based methods cannot be used [5], [6], for example when the values of the objective function are data collected from experiments, which is the case.

A. RSS Adaptation

During the online phase, the acquired values of RSS must be sent to the LEA. In the approach here presented, the raw values of the RSS acquired from the wireless network interface are not fed directly into the LEA. These values are adapted before being sent to the location algorithm. This adaptation, as in [7] and [8], consists in adding a calibration offset \( c \), Eq. 2, to the RSS value read from the wireless network interface:

\[
\text{RSS}_{\text{LEA}} = \text{RSS}_{\text{acquired}} + c \tag{2}
\]

where \( \text{RSS}_{\text{LEA}} \) is the value of the RSS sent to the LEA, \( \text{RSS}_{\text{acquired}} \) is the raw value of RSS acquired from the wireless network interface and \( c \) is the calibration offset.

To determine the optimal value for the calibration offset two strategies are presented in this work. One uses the average error between the values acquired by the wireless node and the values stored in the FM, and the other uses Direct Search Optimization Methods.

1) Using the average error: In this first method the average error between the expected values of RSS, which are stored in the FM, and the values acquired by the mobile node, as in Eq. 3, are used as the calibration parameter, \( c \), of Eq. 2:

\[
c = \frac{1}{K} \sum_{i=0}^{K-1} \left( \frac{1}{N} \sum_{j=0}^{N-1} (FM_{i,j} - \text{RSS}_{i,j}) \right) \tag{3}
\]

where \( K \) is the number of points used in the calibration process, \( N \) is the number of Access Points detected at the calibration point \( i \), \( \text{RSS}_{i,j} \) is the RSS value of Access Point \( j \) at point \( i \) and \( FM_{i,j} \) is the value of the RSS stored in the Fingerprinting Map for Access Point \( j \) at point \( i \).

2) Using Direct Search Optimization Methods: This second procedure is based on the use of Direct Search Optimization Methods. These methods can be used in the optimization of both constrained and unconstrained optimization problems.

In this case we have an unconstrained optimization problem of the form:

\[
\min_{x \in \mathbb{R}^n} f(x) \tag{4}
\]

where:

- \( f : \mathbb{R}^n \rightarrow \mathbb{R} \) is the objective function.
- The objective function, \( f(x) \), for this particular problem is the average location error for the points of the scenario under test that were used during the calibration phase. The dimension of the problem is 1 because the only input value to the objective function is the value of the offset.

An API (Application Programming Interface) built using Java Technology, that implements the used optimization methods, developed by the authors and presented in [5] was used. For the optimization of this particular problem it was used the Nelder and Mead algorithm, which was implemented in the API as in [9], [10] and [11].

B. LEA Adaptation

The LEA adaptation consists in tuning the internal parameters of the location algorithm using Direct Search Optimization Methods, to adapt it to the mobile terminal characteristics.

In this case the values of the internal parameters of the algorithm might be subject to constraints, so we have a constrained problem.

A constrained problems has the form of 5:

\[
\min_{x \in \mathbb{R}^n} f(x) \quad \text{s.t.} \quad c_i(x) = 0, i \in \mathcal{E} \\
\quad c_i(x) \leq 0, i \in \mathcal{I} \tag{5}
\]

where:

- \( f : \mathbb{R}^n \rightarrow \mathbb{R} \) is the objective function;
- \( c_i(x) = 0, i \in \mathcal{E} \), with \( \mathcal{E} = \{1, 2, ..., t\} \), define the problem equality constraints;
- \( c_i(x) \leq 0, i \in \mathcal{I} \), with \( \mathcal{I} = \{t + 1, t + 2, ..., m\} \), represent the problem inequality constraints;
- \( \mathcal{O} = \{x \in \mathbb{R}^n : c_i = 0, i \in \mathcal{E} \land c_i(x) \leq 0, i \in \mathcal{I}\} \) is the set of all feasible points, i.e., defines the feasible region.

As a case study, the optimization of the weights of the Weighted k-Nearest Neighbour algorithm is presented in this work. The following conditions were used:

- The objective function, \( f \), is the average location error for the points of the testing scenario that were used during the calibration procedure;
- The input parameters of the objective function, \( x_i \), are the \( k \) weights of the \( k \) nearest neighbours (\( x_0 \) is the weight for the nearest neighbour and \( x_{k-1} \) is the weight of the further neighbour);
- Each weight, \( W_i \), must satisfy the following constraint: \( W_i \geq 0 \).

To solve the optimization problem it was used an implementation of the Penalty and Barrier Methods [12] available
on the above mentioned Java API. In Penalty and Barriers Methods the optimization problems are transformed into a sequence of unconstrained problems. These problems are then solved using the same algorithms that are used to solve unconstrained problems. This new sequence of unconstrained problems, that replaces the original problem, is defined by:

$$\Phi(x_k, r_k) : \min_{x_k \in \mathbb{R}^n} f(x_k) + r_k p(x)$$  \hspace{1cm} (6)

where $\Phi$ is the new objective function, $k$ is the iteration, $p$ is a function that penalises (penalty) or refuses (barrier) points that violates the constraints and $r_k$ is a positive parameter.

In this work the Penalty and Barrier Methods were used with the Hooke and Jeves algorithm [13] as internal method. As penalty function it was used a Non-stationary Penalty function [14].

III. TESTING SCENARIO AND CONDITIONS

To test the feasibility of the above presented procedures, data was collected in the scenario depicted in Fig. 1, which are the the headquarters of a local scouts group. These data were used to generate the Fingerprint Maps, calculate the calibration offset, tune the LEA and to make the location estimation tests.

Data was collected using two Android smartphones, with different sizes and from two different manufacturers, that will be referred as Smartphone 1 and Smartphone 2.

In the scenario a total of 24 points were used to collect data with both terminals. For each point of the scenario, which are marked in Fig. 1, a total of 20 samples was taken. Those samples were acquired using an application developed for Android, Fig. 2.

Since data collected with this application are going be used to test the several calibration procedures, this application does not make any location estimation. It only stores data in XML (eXtensible Markup Language) files for later processing. It is then possible to test offline all LEA and calibration procedures exactly with the same data.

Although Android smartphones were used in these experiments, any other type of smartphone and Operating System could be used, as long as the acquired values can be expressed in $dBm$.

For the tests presented in the work, three of the classic LEA were used:

- Nearest Neighbour (NN) – which considers that the coordinates (in the spatial domain) of the nearest point (in the signal domain) are the coordinates of the current location of the mobile terminal;
- k-Nearest Neighbour (kNN) – where the average of the coordinates (in the spatial domain) of the $k$ nearest points (in the signal domain) are considered as the current coordinates of the mobile terminal;
- Weighted k-Nearest Neighbour (WkNN) – this LEA is similar to the previous, however a weighted average is used instead.

For the tests presented in this work it was considered for kNN and WkNN that $k = 3$, and the weights $0.7, 0.2, 0.1$, as in [15], were used for WkNN (from the nearest to the further neighbour). There is an exception for the weights on those tests where the LEA parameters were calibrated for the mobile terminal under test.

For the calibration procedures, whose results are presented in Section IV, there were used different number of calibration points. Although the use of all points, belonging to the scenario, in the calibration procedure is not a feasible solution in a real-life application, results obtained in such conditions are presented.

Figure 1. Map of the building where the tests were made.

Figure 2. Android application developed to acquire the data.
These results are presented as reference values for comparison purposes, and will be considered as the best results that could be achieved with the location system. The calibration procedures were also made using three and one calibration points. These points are located at the entrance hall of the building.

IV. NUMERICAL RESULTS

In this section are presented the results obtained for both smartphones with the above presented LEA and calibration procedures.

A. Reference Values

Table I and Table II present the values for the location precision (Prec.), standard deviation (StDev), maximum location error (MaxErr) and minimum location error (MinErr) for the Nearest Neighbour, k-Nearest Neighbour and Weighted k-Nearest Neighbour algorithms, using both smartphones.

For Table I the FM was generated using data acquired with Smartphone 1 and for Table II data acquired with Smartphone 2.

As it was already expected, better values are obtained when the mobile device used during the online phase is the same that was used during the offline phase.

B. RSS Adaptation using the Average Error

The numerical results of the tests made using the average error as the calibration value, are presented in Table III and Table IV. Table III presents the values for Smartphone 2 using the FM generated with Smartphone 1 and Table IV presents the values for Smartphone 1 using the FM generated with data from Smartphone 2.

Comparing the values in Tables I and III (Smartphone 1), it can be observed that when all points are used in the calibration procedure there is a boost in the precision and standard deviation values for the Nearest Neighbour and Weighted k-Nearest Neighbour algorithms, and a better value for the maximum error in k-Nearest Neighbour. Similar behaviour can be observed for the value of precision and maximum error, when three points are used in the calibration procedure. When the calibration procedure is made using only one calibration point, worse results are obtained.

For Smartphone 1 the absolute values are slightly better than for Smartphone 2, when comparing results from Tables II and IV. With this smartphone also more precision values were better than the original ones, without calibration. As expected the absolute values for the precision are better when more points are used during the calibration process.

C. RSS Adaptation using Direct Search Methods

Numerical results of the tests made with the optimization methods are presented in Table V and Table VI, where are presented the values obtained for Smartphone 2 and Smartphone 1, respectively.

For Smartphone 2 (Table V), all values of precision and standard deviation, using the calibration procedure with all points and three points, are better than the original ones. Even with a single calibration point, the values of the precision and standard deviation for the Nearest Neighbour and k-Nearest Neighbour are better.

When comparing the results obtained with Smartphone 1, it can be concluded that all values for the precision are better than the original ones, except for one that had the same value. However the same is not true for the obtained standard deviation values. Nevertheless, those difference in the standard deviation values can be considered small.

D. LEA Adaptation using Direct Search Methods

Table VII presents the values of the weights obtained for Smartphone 1 (SP1) and Smartphone 2 (SP2), using all points of the scenario, three points and one point in the calibration procedure.

Using these weights a new set of tests was made using data of both smartphones and the Weighted k-Nearest Neighbour algorithms, whose results are presented in Tables VIII and IX.
For the calibration procedure using all points, the obtained weights confirm that, from the used algorithms, Nearest Neighbour is the one with better precision values. Consequently, for this case better precision values (comparing to Table I and II) were obtained for both smartphones (using WkNN). Similar values were also obtained for Smartphone 2 when one calibration point was used.

However the results obtained with Smartphone 2 using three calibration points, and for Smartphone 1 using three and one calibration points, are worse than the original values. Also to be noticed that except for Smartphone 2 with all calibration points, none of the other values for the precision are better than those obtained for the previous calibration procedure (RSS adaptation).

Even though the use of direct search methods to optimize the LEA appears to have no positive impact in the performance of the location system, a new set of tests was made. While in the previous tests the LEA was calibrated using the raw RSS values acquired by the wireless network interface, in this new set of tests the two calibration procedures were used together, i.e., the new calibration procedure consists in using Direct Search Methods to adapt the RSS values and then do the optimization of the LEA, also using Direct Search Methods.

The weights obtained for these new set of tests are presented in Table X, and for all tests it is confirmed that the best values for precision are obtained using the Nearest Neighbour algorithm.

Table XI and Table XII present the results obtained with both smartphones using these weights. The obtained values for the precision are better than the original values (Tables I and II) and the values obtained using the RSS calibration (Tables V and VI). However the same is not true for the obtained values of standard deviation and the maximum location error.

### Table V
**Comparison of the used LEA using Smartphone 2, FM generated with Smartphone 1, and calibration values calculated using direct search methods.**

<table>
<thead>
<tr>
<th></th>
<th>All Points</th>
<th>3 Points</th>
<th>1 Point</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>NN</strong></td>
<td>1.22</td>
<td>1.75</td>
<td>1.44</td>
</tr>
<tr>
<td><strong>StDev(m)</strong></td>
<td>1.57</td>
<td>1.01</td>
<td>1.02</td>
</tr>
<tr>
<td><strong>MaxErr(m)</strong></td>
<td>6.32</td>
<td>4.51</td>
<td>5.25</td>
</tr>
<tr>
<td><strong>MinErr(m)</strong></td>
<td>0.00</td>
<td>0.00</td>
<td>0.13</td>
</tr>
</tbody>
</table>

### Table VI
**Comparison of the used LEA using Smartphone 1, FM generated with Smartphone 2, and calibration values calculated using direct search methods.**

<table>
<thead>
<tr>
<th></th>
<th>All Points</th>
<th>3 Points</th>
<th>1 Point</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>NN</strong></td>
<td>0.97</td>
<td>1.75</td>
<td>1.28</td>
</tr>
<tr>
<td><strong>StDev(m)</strong></td>
<td>1.51</td>
<td>0.92</td>
<td>1.06</td>
</tr>
<tr>
<td><strong>MaxErr(m)</strong></td>
<td>8.67</td>
<td>6.77</td>
<td>7.60</td>
</tr>
<tr>
<td><strong>MinErr(m)</strong></td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
</tr>
</tbody>
</table>

### Table VII
**Weights obtained with the penalty and barrier methods for both smartphones.**

<table>
<thead>
<tr>
<th></th>
<th>All Points</th>
<th>3 Points</th>
<th>1 Point</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>SP1</strong></td>
<td>1.00</td>
<td>0.00</td>
<td>0.00</td>
</tr>
<tr>
<td><strong>SP2</strong></td>
<td>1.00</td>
<td>0.00</td>
<td>0.00</td>
</tr>
</tbody>
</table>

### Table VIII
**Results obtained with Smartphone 2 and weight optimization of weighted k-nearest neighbour using direct search methods.**

<table>
<thead>
<tr>
<th></th>
<th>All Points</th>
<th>3 Points</th>
<th>1 Point</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Prec. (m)</strong></td>
<td>1.42</td>
<td>1.66</td>
<td>1.42</td>
</tr>
<tr>
<td><strong>StDev(m)</strong></td>
<td>1.70</td>
<td>1.01</td>
<td>1.70</td>
</tr>
<tr>
<td><strong>MaxErr(m)</strong></td>
<td>6.32</td>
<td>5.49</td>
<td>6.32</td>
</tr>
<tr>
<td><strong>MinErr(m)</strong></td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
</tr>
</tbody>
</table>

### Table IX
**Results obtained with Smartphone 1 and weight optimization of weighted k-nearest neighbour using direct search methods.**

<table>
<thead>
<tr>
<th></th>
<th>All Points</th>
<th>3 Points</th>
<th>1 Point</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Prec. (m)</strong></td>
<td>1.38</td>
<td>1.92</td>
<td>1.87</td>
</tr>
<tr>
<td><strong>StDev(m)</strong></td>
<td>1.58</td>
<td>0.98</td>
<td>0.91</td>
</tr>
<tr>
<td><strong>MaxErr(m)</strong></td>
<td>8.67</td>
<td>6.47</td>
<td>7.60</td>
</tr>
<tr>
<td><strong>MinErr(m)</strong></td>
<td>0.00</td>
<td>0.15</td>
<td>0.36</td>
</tr>
</tbody>
</table>

### Table X
**Weights obtained with the penalty and barrier methods for both smartphones.**

<table>
<thead>
<tr>
<th></th>
<th>All Points</th>
<th>3 Points</th>
<th>1 Point</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>SP1</strong></td>
<td>1.00</td>
<td>0.00</td>
<td>0.00</td>
</tr>
<tr>
<td><strong>SP2</strong></td>
<td>1.00</td>
<td>0.00</td>
<td>0.00</td>
</tr>
</tbody>
</table>

### Table XI
**Results obtained with Smartphone 2 and weight optimization of weighted k-nearest neighbour using direct search methods.**

<table>
<thead>
<tr>
<th></th>
<th>All Points</th>
<th>3 Points</th>
<th>1 Point</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Prec. (m)</strong></td>
<td>1.25</td>
<td>1.17</td>
<td>1.50</td>
</tr>
<tr>
<td><strong>StDev(m)</strong></td>
<td>1.57</td>
<td>1.66</td>
<td>1.90</td>
</tr>
<tr>
<td><strong>MaxErr(m)</strong></td>
<td>6.32</td>
<td>6.32</td>
<td>8.30</td>
</tr>
<tr>
<td><strong>MinErr(m)</strong></td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
</tr>
</tbody>
</table>

### Table XII
**Results obtained with Smartphone 1 and weight optimization of weighted k-nearest neighbour using direct search methods.**

<table>
<thead>
<tr>
<th></th>
<th>All Points</th>
<th>3 Points</th>
<th>1 Point</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Prec. (m)</strong></td>
<td>0.97</td>
<td>1.04</td>
<td>1.06</td>
</tr>
<tr>
<td><strong>StDev(m)</strong></td>
<td>1.51</td>
<td>1.72</td>
<td>1.73</td>
</tr>
<tr>
<td><strong>MaxErr(m)</strong></td>
<td>8.67</td>
<td>8.67</td>
<td>8.67</td>
</tr>
<tr>
<td><strong>MinErr(m)</strong></td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
</tr>
</tbody>
</table>
V. CONCLUSION AND FUTURE WORK

In this paper two techniques to minimize the location estimation error, in indoor environments, using wireless networks and fingerprinting were presented. These techniques were divided into two main categories:

- RSS adaptation – where the RSS values acquired during the online phase are adapted before being sent to the LEA;
- LEA adaptation – on which the internal parameters of the LEA are tuned to suit the characteristics of the mobile terminal used during the online phase.

The objective of these techniques is to overcome the differences between mobile terminals and consequently try to minimize location estimation error.

Although the used optimization methods require some computational power, usually not available in mobile platforms such as smartphones, the used API was designed for remote access [5]. This means that the calibration procedure is not executed locally on the CPU of the mobile node but remotely on a server.

For all tests, although the use of all points of the scenario in the calibration procedure had the best results, it is not feasible in a real life scenario. So, tests were also made using one and three calibration points located at the entrance hall of the building used during the tests. These tests also had interesting results, especially those made using three calibration points. As it was expected, when more calibration points are used, better are the achieved results.

In the case of RSS adaptation, from the two proposed techniques, the one with better results was the use of direct search methods. Considering only the tests with three and one calibration points, the best value obtained with Smartphone 1 was a reduction of the location error by 10.56% and 23.91% for Smartphone 2 (both using three calibration points).

Using direct search methods to calibrate the values of RSS and tune the internal parameters of the LEA, it was possible to increase even further the precision of the location estimation. If used with Weighted k-Nearest Neighbour, Direct Search Optimization Methods can be used to adapt the algorithm to the mobile terminal, and it can be used for automatic LEA selection (choosing between Nearest Neighbour, k-Nearest Neighbour and Weighted k-Nearest Neighbour) by adjusting the algorithm weights. In the presented tests it was confirmed that, for the test scenario and the used smartphones, Nearest Neighbour was the algorithm with the best precision values.

Considering only the tests made with three and one calibration points, the best values obtained when the two optimization procedures were used together were 25.00% for Smartphone 2 and 31.58% for Smartphone 1 (using three calibration points).

Despite the fact that precision was used in the objective function of the optimization problems, other parameters such as the standard deviation, maximum error, minimum error or a combination of some of them could be used. This is an option to be explored in future developments of this work.

As future work, also the use of the proposed calibration procedures together with alternative techniques to build the Fingerprinting Map, such as the use of propagation models [8], will be considered.

Furthermore, other types of LEA, such as the ones based on Fuzzy Logic, e.g. [7] and [16], could benefit from the calibration procedures presented in this paper.
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