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Abstract—Missing value imputation is one of the biggest tasks of data pre-processing when performing data mining. Most medical datasets are usually incomplete. Simply removing the cases from the original datasets can bring more problems than solutions. A suitable method for missing value imputation can help to produce good quality datasets for better analysing clinical trials. In this paper we explore the use of a machine learning technique as a missing value imputation method for incomplete cardiovascular data. Mean/mode imputation, fuzzy unordered rule induction algorithm imputation, decision tree imputation and other machine learning algorithms are used as missing value imputation and the final datasets are classified using K-Mean clustering. The experiment shows that final classifier performance is improved when the fuzzy unordered rule induction algorithm is used to predict missing attribute values.
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I. INTRODUCTION

M ANY real-life data sets are incomplete. The problem with missing attribute values is a very important issue in Data Mining. In medical data mining the problem with the missing values has become a challenging issue. In many clinical trials, the medical report pro-forma allow some attributes to be left blank, because they are inappropriate for some class of illness or the person providing the information feels that it is not appropriate to record the values of some attributes [1].

Typically there are two types of missing data [2], one is called missing completely at random or MCAR. Data is MCAR when the response indicator variables R are independent of the data variables X and the latent variables Z. The MCAR condition can be succinctly expressed by the relation \( P(R|X, Z, \mu) = P(R|\mu) \). The second category of missing data is called missing at random or MAR. The MAR condition is frequently written as \( P(R = r|X = x, Z = z, \mu) = P(R = r|X = x^o) \) for all \( x^o, z \) and \( \mu \) [3].

In general, methods to handle missing values belong either to sequential methods like leastwise deletion, assigning most common values, arithmetic mean for the numeric attribute etc. or parallel methods where rule induction algorithm are used to predict missing attribute values [4]. There are reasons for which sequential like leastwise deletion is considered to be a good method [2], but several works [1, 2, 5] have shown that the application of this method on the original data can corrupt the interpretation of the data and mislead the subsequent analysis through the introduction of bias.

While several techniques for missing value imputation are employed by researchers, most of the techniques are single imputation approaches [6]. The most traditional missing value imputation techniques are deleting case, mean value imputation, maximum likelihood and other statistical methods [6]. In recent years, research has explored the use of machine learning techniques as a method for missing values imputation in several clinical and other incomplete datasets. Machine learning algorithm such as multilayer perception (MLP), self-organising maps (SOM), decision tree (DT) and k-nearest neighbours (KNN) were used as missing value imputation methods in different domains [5, 7-13]. Machine learning methods like MLP, SOM, KNN and decisions tree have been found to perform better than the traditional statistical methods [5, 14].

In this paper we examine the use of fuzzy unordered rules induction algorithm [15] as a missing values imputation method for real life incomplete cardiovascular datasets. The results are compared with decision tree, SVM, and mean-mode used as imputation methods. K-Mean clustering algorithm is used as the final classifier for each case.

II. OVERVIEW OF FURIA

Fuzzy Unordered Rule Induction Algorithm (FURIA) is a fuzzy rule-based classification method, which is a modification and extension of the state-of-the-art rule learner RIPPER. Fuzzy rules are obtained through replacing intervals by fuzzy intervals with trapezoidal membership function [15]:

\[
I^c \nu = \begin{cases} 
1 & \phi^{c,L} \leq \nu \leq \phi^{c,U} \\
\frac{\nu - \phi^{c,L}}{\phi^{c,U} - \phi^{c,L}} & \phi^{c,L} \leq \nu \leq \phi^{c,U} \\
\frac{\phi^{c,U} - \nu}{\phi^{c,U} - \phi^{c,L}} & \phi^{c,U} \leq \nu \leq \phi^{c,L} \\
0 & \text{else} 
\end{cases}
\]
Where \( \phi_c^L \) and \( \phi_c^U \) are the lower and upper bound of the membership of the fuzzy sets. For an instance \( x = (x_1, \ldots, x_n) \) the degree of the fuzzy membership can be found using the formula [15]:

\[
(2)
\]

For fuzzification of a single antecedent only relevant training data is considered and data are partitioned into two subsets and rule purity is used to measure the quality of the fuzzification [15]:

\[
(3)
\]

\[
(4)
\]

Where

The fuzzy rules have learned for the class \( \lambda_i \) the support of this class is defined by [15]:

\[
(5)
\]

where the certainty factor of the rule is defined as

\[
(6)
\]

The use of the algorithm in different areas of data mining can be found in [15-17].

III. CARDIOVASCULAR DATA

We have used two datasets from Hull and Dundee clinical sites. The Hull site data includes 98 attributes and 498 cases of cardiovascular patients and the Dundee site data includes 57 attributes, and 341 cases from cardiovascular patients. After combining the data from the two sites, 26 matched attributes are left.

Missing values: After combining the data and removing the redundant attributes we found that out of 26 attributes 18 attributes have a missing value frequency from 1% to 30% and out of 832 records 613 records have 4% to 56% missing values in their attributes.

From these two data sets, we prepared a combined dataset having 26 attributes with 823 records. Out of 823 records 605 records have missing values and 218 records do not have any missing values. Among all the records 120 patients are alive and 703 patients are dead. For this experiment according to clinical risk prediction model (CM1) [18], patients with status “Alive” are consider to be “Low Risk” and patients with status “Dead” are consider to be “High Risk”.

IV. MISSING VALUE IMPUTATION PROCESS

The original data set is first portioned in to groups. The records having missing values in their attributes are in one group and the records without any missing values are placed in a separate group. The classifier is trained with the complete data sets, and later the incomplete data is given to the model for predicting the missing attribute values. The process is repeated for the entire set of attributes that have missing values. At the end of training, this training dataset and missing value imputed datasets are combined to make the complete data. The final dataset is then fed to the selected classifier for classification (as shown in Figure 1).

![Figure 1. Missing Value Imputation Process](image)

V. RESULTS

We have experimented with a number of machine learning algorithms as missing value imputation mechanisms; such as FURIA, decision tree [19], SVM [20] and ripple-down rules [21]. The performance is compared with the most commonly used missing imputation statistical method mean-mode. The results are also compared with the previously published results of the same experimental dataset with mean-mode imputation for K-Mix clustering [22].
From the Table 1 one can see that decision tree imputation method shows accuracy of 64% (slightly better than the other methods) but the sensitivity is 30% which is almost as poor as the mean/mode imputation. SVM, Ripple-down rules, and mean/mode mutation show very similar performance with accuracy of 62% to 63% and sensitivity of 29% to 32%. On the other hand, fuzzy unordered rule induction algorithm as a missing value imputation method shows sensitivity of 43% with accuracy of 58%. Table 2 shows the comparison results of previously published results of K-Mix [23] clustering algorithm with mean mode imputation and simple K-mean clustering with FURIA missing value imputation. The result shows that the K-mean with FURIA as missing value imputation has higher sensitivity (43%) than the K-mix with conventional mean/mode imputation method (0.25%).

For clinical data analysis it is important to evaluate the classifier based on how well the classifier is performing to predict the “High Risk” patients. As indicated earlier the dataset shows an imbalance on patient’s status. Only 120 records are of “High Risk” out of 832 records (14.3% of the total records). A classifier may give very high accuracy if it can correctly classify the “Low Risk” patients but is of limited use if it does not correctly classify the “High Risk” patients. For our analysis we gave more importance to Sensitivity and Specificity than Accuracy to compare the classification outcome. If we evaluate the missing imputation based on the sensitivity than we can see the FURIA missing value imputation outperformed all the other machine learning and traditional mean/mode approaches to missing value imputation methods that we have examined in this work. The complexity of fuzzy unordered rule induction algorithm can be analysed by considering the complexity of the rule fuzzification procedure, rule stretching and re-evaluating the rules. For training data and \( n \) numbers of attribute the complexity of the fuzzification procedure is \([15]\), with \(|RS|\) numbers of rules and training data the complexity of rule stretching is \([15]\), and rule \( r \) with antecedent set \( A(r) \) the complexity for the rule re-evaluating is \(O(|A(r)|)\). For the experimental data of 823 records with 23 attributes on an average it took 0.69 second to build the model for each attribute of missing values. The process of missing imputation with FURIA can be a bit computationally expensive for large numbers of attribute having missing values.
in their attribute values but can produce a high quality cleaned dataset.

VI. CONCLUSION

Missing attribute values are common in real life datasets, which causes many problems in pattern recognition and classification. Researchers are working towards a suitable missing value imputation solution which can show adequate improvement in the classification performance. Medical data are usually found to be incomplete as in many cases on medical reports some attributes can be left blank, because they are inappropriate for some class of illness or the person providing the information feels that it is not appropriate to record the values. In this work we examined the performance of machine learning techniques as missing value imputation for K-Mean clustering and the results are compared with traditional mean/mode imputation. Experimental results show that all the machine learning methods which we explored outperformed the statistical method (Mean/Mode), based on sensitivity and some cases accuracy, and out of all the machine learning technique that we explored the Fuzzy Unordered Rule Induction Algorithm found to be the preferred technique for missing value imputation.

We can conclude that machine learning techniques may be the best approach to imputing missing values for better classification outcome.
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