Improved SDM-based Robot Navigation Using Image Processing Techniques
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Abstract—Intelligent robot navigation is a broad area of research. Vision-based approaches deserve special attention, for being biologically inspired, inexpensive and powerful. However, problems such as illumination changes, scenario changes and noise are difficult to overcome. In previous work the authors developed algorithms to navigate a robot based on sequences of visual memories stored into a Sparse Distributed Memory—a kind of associative memory suitable to work with high-dimensional binary vectors, which also exhibits behaviours in many aspects similar to those of the human brain. This paper analyses the impact of using different image processing techniques on the images used: histogram equalisation, contrast normalisation and smoothing using a Gaussian filter. The results show that equalisation and smoothing have a positive effect on the performance of the system.
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1 Introduction

Many different approaches have been tried to localise and navigate robots in a safe and robust way. Some of those approaches can only be used in structured environments, since they are based on the recognition of artificial landmarks, beacons or similar strategies that improve the accuracy of the system but require special conditions [1]. More generic strategies that work in unstructured environments include mapping and localisation using laser range finders, sonars or cameras.

Vision-based approaches are biologically inspired, since humans use mostly vision for localisation [2]. The sensors required are inexpensive, but the processing power needed is huge. Every single image is usually described by hundreds or thousands of pixels, and every path that the robot learns is described by tens, hundreds or thousands of images. The use of cognitive information, in which the raw images are replaced by formal descriptions of the contents of the images, may solve part of the problem. But that is still an open area of research.

The images alone are a means for instantaneous localisation. View-based navigation is almost always based on the same idea: during a supervised learning stage the robot learns a sequence of views that, if followed with minimum drift, will lead it to a target location. By following the sequence of commands, possibly correcting the small drifts that may occur, the robot is later able to follow the learnt path autonomously [3]. To a great extent, this view-sequence based approach is similar to the way the human brain works [4, 5].

In previous work the authors presented a system to navigate a robot using images stored into a Sparse Distributed Memory (SDM) [6]. The SDM is a kind of associative memory based on the properties of high-dimensional boolean spaces, and thus suitable to work with large binary vectors such as raw images [4]. The present paper describes experiments using different image processing techniques, in order to make the system more robust to illumination changes and image noise.

Section 2 explains navigation based on view sequences. Section 3 briefly describes the SDM. In Section 4 the experimental platform is presented. Section 5 describes the image processing techniques used. Section 6 shows and discusses the results obtained, and Section 7 draws some conclusions and opens perspectives of future work.

2 Navigation using view sequences

The approach followed to navigate the robot is based on using visual memories stored into a SDM, as described in [6]. It requires a supervised learning stage, in which the robot is manually guided. While being guided, the robot memorises a sequence of views automatically. It stores a sequence of views for each path. Images that are very similar to previously stored images are discarded, because they would, with high probability, not add any relevant information to the known information.

While running autonomously, the robot performs automatic image-based localisation and obstacle detection. Localisation is estimated based on the similarity of two views: one stored during the supervised learning stage and another grabbed in real-time. To minimise possible drifts to the left or to the right, the robot tries to find matching areas between those two images and calculates
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the horizontal distance between them in order to infer how far it is from the correct path. The technique is described in more detail in [6].

3 Sparse Distributed Memory

The Sparse Distributed Memory is an associative memory model proposed by Kanerva in the 1980s [4]. It is suitable to work with high-dimensional binary vectors. Kanerva shows that the SDM exhibits the properties of large boolean spaces, which are, to a great extent, similar to that of the human cerebellum. The SDM naturally implements behaviours such as tolerance to noise, operation with incomplete data, parallel processing and knowing that one knows.

In the proposed approach, an image is regarded as a high-dimensional vector, and the SDM is used simultaneously as a sophisticated storage and retrieval mechanism and a pattern recognition tool. For space constraints the original SDM model is not described in the present paper. A description can be found, for example, in [7]. In the present work, a model that we call “auto-associative arithmetic” is used, as exemplified in Figure 1. The main modules of the SDM are an array of addresses and an array of data vectors. It is even acceptable an auto-associative version, in which the same array is used simultaneously as addresses and data, as long as datum ζ is only stored at location ζ. The auto-associative memory needs about one half of the storage space.

Every input address will activate all the memory addresses that are within a predefined activation radius. Different methods can be used for computing the distance—the present implementation uses the sum of the absolute differences. In Figure 1 the example address vector <90, 95> will activate address <100, 106> (distance 21) and address <110, 90> (distance 25).

Reading from the memory is done by averaging the integer values columnwise. Learning is achieved updating each byte value using the equation:

$$h^t_k = h^t_{k-1} + \alpha \cdot (x^k - h^t_{k-1}), \quad \alpha \in \mathbb{R} \land 0 \leq \alpha \leq 1$$

In the equation, $h^t_k$ is the $k^{th}$ number of the memory location, at time $t$, $x^k$ is the corresponding number in the input vector $x$ and $\alpha$ is the learning rate. In the present implementation $\alpha$ was set to 1, enforcing one-shot learning.

The memory locations are managed using the Randomised Reallocation (RR) algorithm [8]. Using the RR, the system starts with an empty memory and allocates new locations when there is a new datum which cannot be stored into enough existing locations. The new locations are placed randomly in the neighbourhood of the new datum address.

4 Experimental platform

The robot used is a Surveyor\textsuperscript{1} SRV-1 (Figure 2). Among other features, it has a built in digital video camera and a 802.15.4 radio communication module. It is controlled in real time from a laptop. The overall software architecture is as shown in Figure 3. It contains three basic modules: i) the SDM, where the information is stored; ii) the Focus (following Kanerva’s terminology), where the navigation algorithms are run; and iii) an operational layer, responsible for interfacing the hardware and some tasks such as motor control, collision avoidance and image processing.

For vision-based navigation, the vectors stored in the SDM consist of arrays of bytes, as summarised in Equation 2:

$$x_i = \langle im_i, seq_id, i, timestamp, motion \rangle$$

In vector $x_i$, $im_i$ is the image $i$, in PGM (Portable Grey Map) format and 80x64 resolution. In PGM images, every pixel is represented by an 8-bit integer: 0 is black, 1 is white.

---

\textsuperscript{1}http://www.surveyor.com.
255 is white. seq.id is an auto-incremented, 4-byte integer, unique for each sequence. It is used to identify which sequence the vector belongs to. i is an auto-incremented, 4-byte integer, unique for every vector in the sequence, used to quickly identify every image in the sequence. timestamp is a 4-byte integer, storing Unix timestamp. It is not being used so far for navigation purposes. motion is a single character, identifying the type of movement the robot performed after the image was grabbed. The image alone uses 5120 bytes. The overhead information comprises 13 additional bytes. Hence, the input vector contains 5133 bytes.

5 Image processing

Three different image processing techniques have been tried: contrast normalisation, equalisation and smoothing.

5.1 Contrast enhancement

The quality of images as grabbed directly from the camera depends a lot on ambient illumination. Dim light produces dark images with little contrast, while good illumination provides images with better contrast. Under dim light the pixel values will tend towards 0, the black pixel. Under strong light the values will move towards the other end of the interval: 255, the white pixel. The difference between two such images may eventually lead the system to consider them as two different pictures, even if they correspond to the same view. The problem may be minimised using techniques to adjust the distribution of the pixel values, enhancing the contrast of the images.

Figure 4 shows an image captured under dim light, and the corresponding frequency distribution of the pixel values and cumulative histograms. As shown, the image is very dark—it is rich in brightness intensities below 150 and contains almost no values above that level. The grey levels with higher frequencies are in general below 50. The cumulative histogram is a curve which rises very fast until 100 and a horizontal line above 150.

5.1.1 Contrast stretching

Contrast stretching (also called contrast normalisation) is a method that consists in applying a linear function to the image, in order to improve its contrast. The intensities of an image with poor contrast, such as the test image shown in Figure 4(a), do not extend through the full range of available pixel values. In the case of the test image they all actually fall in the range [7, 178]. Applying a linear transform to the image it is possible to stretch the intensity levels so that they occupy all the full range of available pixel values. In the case of the test image they all actually fall in the range [7, 178]. A stretching transform to the image is possible to

5.1.2 Histogram equalisation

Histogram equalisation is a technique to manipulate images based on the analysis of the corresponding histograms. The method consists in taking the original cumulative histogram of the original image, normalise it towards 255 (or the maximum intensity value that can be found in the image), and then use it as a mapping function to the original image, thus achieving a uniform histogram after the transform. The uniform histogram obtained will correspond to a brightness distribution where all the values should be equally probable. Due to the discrete nature of the digital images, the result is usually just an approximation. Nonetheless, the technique results in a significant improvement of the original images, as shown in Figure 6.

The procedure is formalised as follows. First, let’s consider an image x, of L different grey levels and n pixels. Let n_i be the number of occurrences of grey level i in the image. The probability of occurrence of a pixel of level i in the image is given by equation:

\[ p_x(i) = p(x = i) = \frac{n_i}{n}, i \in 0, ..., L \]

(5)

Probability p_x(i) is, indeed, the same as the grey level’s frequency value in the histogram, once it is normalised into the interval [0, 1]. The cumulative probability distribution function of p also coincides with the image’s normalised cumulative histogram:

\[ c(i) = \sum_{j=0}^{i} p_x(j), i \in 0, ..., L \]

(6)

Value c(i) is a transformation that for each pixel value x will produce a corresponding value y, so that the cumulative probability function of y will be linearised across
Figure 4: Image captured under dim light, and corresponding frequency and cumulative histograms.

Figure 5: Frequency and cumulative histograms of the image after contrast stretching.

Figure 6: Frequency and cumulative histograms of the image after histogram equalisation.

the value range. That is, if it is used the transformation of Equation 7 to map every pixel value in the image from \( x \) to \( y \), the output image will exhibit a linear histogram in the co-domain \([0, 1]\).

\[
y_i = c(i) \cdot x_i, \quad i \in 0, \ldots, L \tag{7}
\]

To get the image back into the original \([0, L]\) interval, it is necessary to apply a linear transform to stretch the co-domain:

\[
y'_i = y_i \cdot L \tag{8}
\]

For real time processing, it is possible to merge equations 6, 7 and 8 together. That way it is possible to skip the prior normalisation of the cumulative histogram into the interval \([0, 1]\) and perform all the operations with a single loop to process all the image (providing the cumulative histogram has already been computed) [9], as shown in Algorithm 1.

Algorithm 1: Histogram equalisation

begin
  \( \alpha \leftarrow L / \text{numPixels} \);  
  for each pixel do  
    \( y \leftarrow C(x) \cdot \alpha \);  
  end  
end
5.2 Smoothing

Gaussian filters are often used in image processing as a way to reduce noise levels. The final image is blurred, and the contours are smoother than they were in the original image. The process consists of running through the image a filter in which each pixel is replaced by a weighted average of the neighbouring pixels, where the nearest neighbours contribute more than the farthest neighbours, according to the Gaussian function. For an image, a two dimensions Gaussian must be applied, as shown in Equation 9.

\[ G(x, y) = \frac{1}{2\pi\sigma^2} e^{-\frac{x^2+y^2}{2\sigma^2}} \]  

In the formula, \( \sigma \) is the standard deviation of the Gaussian distribution. A large \( \sigma \) will give more importance to farther pixels, while a small \( \sigma \) gives more importance to the nearest pixels. In practise, pixels outside the radius 3\( \sigma \) are usually ignored, for their contribution to the final value is negligible.

In the present work, the Gaussian filter was applied using OpenCV library\(^2\). The standard deviation was computed automatically, but only the contributions of the immediate neighbours were used.

Figure 7 shows the original image, a contrast stretched image, an equalised image and a smoothed image. Obviously, the same image can be subject to different processing methods. For example, it makes sense to smooth an image and then equalise. It makes no sense to equalise and contrast stretch, since both methods intend to achieve the same goal, and contrast stretch will have no effect on an equalised image.

6 Experiments and results

To assess the performance of the system, the concept of “Momentary Localisation Error” (MLE) was defined. A MLE is counted when the robot, in the autonomous run mode, retrieves image \( im_{j-i} \) after retrieving image \( im_{j} \), for \( i,j > 0 \). When that happens, it means that one of the predictions was wrong, because the robot is not expected to get back in the sequence. Most MLEs are not fatal: a wrong prediction may still lead to a correct robot move; a wrong move may not lead the robot to get lost; and the effect of a wrong move may be neutralised right away by the drift correction algorithm. Nonetheless, most MLEs may cause delays to the robot, if they make it perform a wrong move.

6.1 Experiments

The experiments performed consisted in teaching the robot a path described by about 100 images. Later, the robot was made to follow the same path again, under different illumination levels and applying different image processing techniques.

Table 1 summarises the results of one experiment, in which the robot was following a path described by 120 images in a testbed. The path was taught with ambient illumination of about 300 Lux. The first column of the table states the approximate illumination level during the autonomous runs. Columns 2–4 identify which processing methods were applied. Column 5 shows the number of MLEs that have been counted for each experiment. It should be noted that the step of the robot during the autonomous run is about 1/4 of the learning step size, hence 12 MLEs actually represent prediction errors in about 2.5% of the predictions. Column 6 is the average of the best similarity measures, measured between the robot’s current view and the pool of images in the SDM. Column 7 is the corresponding standard deviation. Columns 8 is the average distance to the second best prediction. Comparing columns 6 and 7 it is possible to have an idea of how successful the system is in separating the best prediction from the second best. Column 9 is the standard deviation of the 8th column. Column 10 is the average distance between the current image and the pool of images in the SDM.

6.2 Discussion

As the table shows, contrast normalisation usually produces very bad results. It pulls the images apart, because the average distance increases, but the number of MLEs

\(^2\)http://opencv.willowgarage.com/wiki/ (last checked 2012.02.27).
Table 1: Results with path described by 120 images. Suppressed lines on lower illumination levels mean the robot did not finish the path.

<table>
<thead>
<tr>
<th>Ill. Processing</th>
<th>Prediction distances average and standard deviation</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Best</td>
</tr>
<tr>
<td>-----------------</td>
<td>------</td>
</tr>
<tr>
<td>300</td>
<td></td>
</tr>
<tr>
<td>x</td>
<td>12</td>
</tr>
<tr>
<td>x</td>
<td>7</td>
</tr>
<tr>
<td>x</td>
<td>8</td>
</tr>
<tr>
<td>x</td>
<td>7</td>
</tr>
<tr>
<td>200</td>
<td></td>
</tr>
<tr>
<td>x</td>
<td>12</td>
</tr>
<tr>
<td>x</td>
<td>8</td>
</tr>
<tr>
<td>x</td>
<td>9</td>
</tr>
<tr>
<td>100</td>
<td></td>
</tr>
<tr>
<td>x</td>
<td>24</td>
</tr>
<tr>
<td>x</td>
<td>16</td>
</tr>
<tr>
<td>x</td>
<td>14</td>
</tr>
</tbody>
</table>

also increases. When the illumination level is reduced, using contrast stretched images the robot does not complete the path. Equalisation has a very large impact on the average distances. That happens because the pixel values are stretched over all the domain for histogram equalisation. But in this case the processing has a positive impact on the number of localisation errors. And that effect is even more pronounced when the illumination is reduced. Using equalised images the robot is always able to complete the path. Smoothing the images using the Gaussian filter greatly reduces the average distances. That is an expected result, since the pixel values are approximated to the values of the neighbouring pixels. The performance of the system is excellent with smoothing alone, except when the illumination is very faint. In that case equalisation is required for the robot to successfully complete the path.

In summary, the results show that noise reduction through the use of a Gaussian filter and histogram equalisation largely contribute to robust navigation. They reduce the number of momentary localisation errors, thus improving the speed and accuracy of the process, and help the robot finish the path even under dim light.

7 Conclusions

Intelligent robot navigation based on visual memories is a long sought goal. However, there are many problems to be solved, such as the presence of noise in the images and illumination changes. The approach followed in the present work relies on memories stored into a SDM. The performance of the system is improved by processing the images using a Gaussian filter and histogram equalisation. Contrast normalisation usually produces bad results. Future research will be done in order to identify relevant objects or features in the images. The vectors stored into the SDM will contain feature information, leading the way to work at a cognitive level. That should improve the performance of the system and possibly decrease memory storage and/or processing time needs.
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