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Routing VolIP traffic in Large Networks

Martin Hruby, Michal Olsovsky, Margareta Kotocova

AbstractProviding quality of service should be one of the links for VolP traffic and these are marked as VolP
main objectives when deploying sensitive applications into backbone components. Further, these VolP backbone
the_network. Since network pe_rformance parameters are components can be joined by well-known graph
subject to frequent change, in this paper we propose a novel giqorithms [11], [12], [13]. Having a VolP backbone
approach to routing sensitive VolP traffic in large networks. clearly identified in the topology, design considerations

Our approach takes measured delay and jitter into | hich Vi h i f -
consideration and we establish an overlay of the original apply which can strongly improve the quality of service

network to route primarily VolIP traffic. We achieve this by or VolIP traffic by placing crucial components of the IP
first modeling the probability distributions of network  telephony architecture (e.g. call managers, gatekeepers,
performance parameters and then by calculating the best Unity servers, PSTN gateways, border elements, etc.) on
paths by means of modified Dijkstra’s and Kruskal's the VolP backbone [7], [8].

algorithms. Our approach also identifies weak network

areas not suitable for VolP deployment which can be Il CONCEPT
subject to future network improvements. We provide . . .
preliminary functional and performance resullts. We assume a transit IP network (e.g. service provider

backbone) which consists of large number of routers and
Index Terms—network, proactive measurement, routing, is using an interior gateway routing protocol (e.g. OSPF).
QoS. Generally, VolP flows will traverse the best path as
chosen by the routing protocol together with ordinary data
. INTRODUCTION f!ows; hn')wever'this path doe§n't haye to provide the best
HIS paper is focused on sub-optimal traﬁ(ictlme-varla}bles.I|ke delay and jitter which are necessary for
Tdistribution in heterogeneous computer networks aVOlP trafﬂ_c (Fig. 1)? as In most cases tljese parameters are
this is the main issue we are facing when deliveringim taken into consideration by the routing protocol [20].
bandwidth intensive services with QoS guarantee Using standard routing voice-related devices can be
Usually the decision on which paths to use to forwar%)IaCEEd arbitrarily as there is no specific VolP backbone
traffic is left on the interior routing protocol [1], [3] and 9. In our approach s}andard routing will b? divided into
the process of adding IP telephony functionélity to atwo mdepend(.ant routing instances, one will bg used for

- . k "Yata flows (existing one) and the second one will be used
existing network environment is often cumbersome [Z]inside the determined optimal VolP backbone based on
4], 1171, [.19]'. . . ... _our proposed network modeling.

O!" objective 1S to optimize the flow of delay sen5|t|ve As the VoIP backbone has to be a continuous network
traffic by creating a VolP backbone overlay in ther;q; it will consist not only of the best links chosen by
network in a computationally efficient and effective g, algorithm but of an additional minimal amount of
manner. Two parameters which mostly impact the qualitynks which will make the backbone continuous. List of
of VolP traffic are delay and jitter (delay variance) [5],these additional links can be considered for a potential
[6]. In our approach, we aim to identify network links future upgrade.
which provide minimum delay and jitter by utilizing Knowing the new VolP backbone we are able to decide
network probes as a method of active NPP measuremenigiere to place and connect specific voice-related devices
in production environments. The task of deploying activen the real network environment.
network measurement probes is non-trivial in large-scale To be able to decide which links will form the VolP
networks [15], [16]. The number of logical links and loadbackbone, we need to use some key elements like the
imposed on measurement endpoints (performin@roposed cube model, active variable diSCOVGI‘y and
measurements and providing results) is a limiting factofultivariate normal distribution. These techniques are
when it comes to deciding which links to monitor. Thedescribed in more detail in the following chapters.
value of measurement information however is
considerable [14], [18]. While gathering results
continuously, a multi-dimensional data structure is built
wherein maxima can be found which represent optimal
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Fig. 1. VolIP and data flows traverse the same best path
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Measurement ==
results '

Each link will have its own cube model with a
multivariate normal distribution. Axes X and Z will
represent the base of this distribution while axis Y will
represent the probability density of delay-jitter pairs. Later

T on all these multivariate normal distributions will be
NTP Server merged into one cube and processed to determine the best
SNMP Server " links.
S L Our objective is to identify specific areas of the plotted
t, »|AR, t surface inside the cube model, which are characterized as
IpSLA Frobe response IP SLA peaks of a multivariate normal distribution that represent
source responder edges with discovered values of delay and jitter, as
depicted in the Fig. 3. We model the multivariate normal
distribution peaks by determining parameters of the
S Probe reply probability density function of the d-dimensional
t, - | multivariate normal distribution (see Formula 1) where the
t, parameter | is a 1-by-d vector of mean values of vectors
of gathered variables (delays and jitters) aadis
Fig. 2. Measurement overview deermined as a covariance matrix of the vectors of

gathered variables, as can be seen in Formula 2.

A. Variable discovery
Key component to time-variables’ measurement is a

periodic active measurement probe (SAA). This probe is y=fxuo)= [ d
small datagram sent over specific link towards a known |01(2”)
destination. Sender of this probe knows the exact time
when the probe was sent out as well as waiting period
between consecutive probes. Once the probe reaches it
destination, the probe is sent back towards to the original
sender. As each probe contains unigue identifier, original
sender is able to calculate time-variables once the probe is
received. Using the probes a network node is able to
measure delay and jitter for a specific link in the network.  E

Every node in the network is capable to reply to delay- =
based probes; however every node is not suitable for jitter- §
measurements. For better measurements results we ar &
using IP SLA responder which can be used for all suitable
measurements and even subtract the processing dela:
which occurs in the node when the probe is being
processed.

Final phase of the variable discovery is dedicated to the delay [ms]
data collection. To facilitate measurement data exports,
SNMP is used. In our approach, threshold of each probe
will be set to 0. This means that once the probe will be
received back, the router will always send an SNMP trap
to a central SNMP server with the measurement result:
(Fig. 2). Once the SNMP server collects a representative

-2 ()07 (k=)

120 -0 jitter [ms]

Fig. 3. Model with 2 links

amount of the measurement results, these results can t  ° e
released for further processing (cube model, minimal tree -

in the graph).

Sigma = [ 0.13 -0.07;
-0.07 016 | -
B. Multivariate normal distribution

Measurement results are only group of results. To be % ;" 2
able to make decision about their properties, it is
necessary to plot these results in a specific model. For ou
purposes we use model of a cube. As it is 3D model, we
are able to use each of the 3 axes for a separate attribute:

jitter [ms]
r

* Axis X — variable jitter a 10 12 4 5 - 0
e AXis Y — probability density delay [ms]
* AXxis Z — variable delay
Fig. 4. Trustworthiness of a link in the cube model
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cov = X — 1) * (X, — First variableg, is jitter threshold (Formula 7). We
( % >9 E( ! ’u]) ( 2 ’UZ)] (2)  don't keep exact jitter, this value represents the fraction of
the worst measured result (Formula 6). Based on this

In Formula 2, E[x] is the expected value of X.ihreshold another layer (parallel to area of axes X-Z) is
Representation of the network links as edges with directlyyqed to the final cube model. Every link whose

measured parameters in the cube model has sevefvariate normal distribution belongs to the area

advantages. bordered with the new layer and the area of axes X-Z has

First, the trustworthiness of a link can be directlypaiched the second condition to become voice-capable
determined by the parameter as depicted in Fig. 4. The |;

oo link.
paameter corresponds to the steepness of the distribution.

Those edges with steeper modeled distributions ¢ 00,0 0P;¢' <¢ (6)
experience low variation in delay and jitter as opposed to " mex
those with gradually distributed probability function. ¢, =08LP,,, ]
¢2 = 0.5|:¢ma>< 8)
. ALGORITHM

Second variable callegh represents the delay. As for

Routing of VolP traffic is operation based on many,, we don't keep exact delay value (Formula 10), this
suboperations. First group of operations is responsible feialue represents the fraction of the worst measured result
gathering data via measurements and further processingormula 9). Based on this threshold another layer
Later on, using the multivariate normal distribution new(parallel to area of axes X-Y) is added to the final cube
representative results are calculated for every single linfhodel. Every link who's Gaussian distribution belongs to
and plot into one common model. Finally, we can applyhe area bordered with the new layer and the area of axes
specific rules to determine voice-capable links. Howevex-y has matched the last, third condition to become
the deployment of this backbone into production networkyoice-capable link.
is conditioned with turning these links into continuous

graph. Xenax DX OX OX5 XS Xina ©)
As this algorithm is still under development, it's _

necessary to prov'ide. functional gnd .performance X1 = 08L Xnax (10)

validation. These validations are described in the chapter X, =05Cx. . (11)

dedicated to preliminary results.

To sum it up all three thresholdg, ¢; and y; and

A. Voice-capable links appropriate layers created sub-cube model in the main

The main idea of seeking voice-capable links is to takéube model and all links with their peaks in this sub-cube
the cube with multivariate normal distributions of all links model are voice-capable links. _
and do a three phase filtering. First phase will filter out all With thresholds calculated it is now possible to separate
unstable links as stable links are important for VolPmeasured data in the cube model into regions. Each region
backbone. We are able to apply some mechanisms § is defined by upper and lower planes and links are
reduce the effect of worse time-variable in case we ca¢Pnsidered to be part of a region when the link's
predict these variables. From the point of the cube mod@robability function maximum is located between the
and multivariate normal distribution stable links areregions planes (Formulas 12, 13, 14).
represented with small base, narrow distribution and high
peaks. Small base means that measured values don't differ Q. = ¢1 X1 Tmax 12
in significant way and high peak represents the probability 17 0 0 n (12)
density. To be able to find these stable links we have 1
introduced new variable;; — threshold of probability
density for voice-capable links (Formula 3 and 4). Based P X2
on this threshold, new layer (parallel to area of axes X-Z) 2~ b X, N (13)
is added to the final cube model. Every link whose peak 1 1 7z
exceeds this layer (threshold) has matched the first of

three conditions to become voice-capable link. Q. = |:¢max Amax ’72} 14
s =
Mowe = £ 1,02 £ (%, 1,0) @ b Xx. O
N, =08LN,.. (4) A continuous sequence of links will be called a VolP
_ backbone component. To calculate a single VolP
1, = 056L /74 ®) backbone, all unique VolP backbone components must be

connected by a minimal series of other links (edges). To

Last two conditions are related to time-variables,Oe able to make the connection of all VoIP backbone

it doesn't m’atter hOW high the delay or jitt.er is, once the,gnnection process will be based on the theory of graphs,
values aren’t varying excessively, the link is stable. To bg . eed to assign each link one composite metric —
able to filter out links with worse time-variables we haveweight of the edge

introduced another 2 variables (thresholds).
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Fig. 5. Link classification for VolP backbone

We have decided to define another set of thresholds —
7 2, p» andy, which will be worse than the original set of
threshold (Formula 5, 8 and 11). These thresholds will
divide the cube model into 3 regions (Fig. 5). Green
region contains voice-capable links (regfey). For future
processing, these links have metric of 1. Purple region
(Q) contains link which aren’t suitable VolP backbone
but can be used for voice flows. All these links have
metric of 2. Last region (§), pink region represents the
rest of the links which aren’t suitable for VolP traffic and
should be used only as a temporary solution. These links
have metric of 5.

Based on these details, the whole network topology can

be represented by a single table. This table will be usedé.

during the last phase of our proposed algorithm where the
final single VolP backbone will be created. This table will
keep following details (Table 1):

- Link ID — unique identifier of the link.
- Start Node — identifier of the first of two routers

which this link connects. 7.
- End Node - identifier of the second of two
routers which this link connects.
- Metric — metric based on the link's situation in
the cube model with 3 regions. 8.
B. Minimal tree 0.

The process of fetching the minimal tree is based on
graph theory. Graph is an ordered pair G = (V, E)
comprising a set V of vertices or nodes together with a set

E of edges or lines, which are 2-element subsets of V [11], 10.

[13] — our requirements best fits the undirected weighted
graph.

This graph is represented with the dataset stored in table
with structure as in Table 1. Together with this, it's
necessary to define group of border rout&@RDR

Repeat this operation for every single edge from
VC_LINKS All created subgraphs will be stored in
SUBGR

Check if vertices inBORDR are present in
SUBGR In case vertex froBORDRIs not present

in SUBGR,create new subgraph BUBGR.New
subgraph will contain only 1 vertex froBORDR.
Repeat for every vertex BORDR.

Use Dijkstra's algorithm to find the best (cheapest)
path between every pair of vertices in the main
graph [11, 12]. Store information for each vertex in
separate table.

Find the best path between every pair of subgraphs
in SUBGR As the graph is undirected, path
between subgraph 1 and 2 is the same as path
between subgraph 2 and 1. Take first pair of
subgraphs §1, S? and first vertex (VS1, VS2)
from each subgraph. Check the cost from VS1 to
VS2 using tables calculated in step 4.

Put all these values (S1 ag VS1 a9, S2 asw,,

VS2 asf,, Cost, Use=Dinto table for paths with
structure as in Table 2. Table for paths will have
(n.(n-1))/2 rows, whera stands for the number of
subgraphs iSUBGR

Repeat for every combination of vertices of
selected two subgraphs. If path cost is lower while
using another pair of vertices, replace details about
cost and vertices in the path table for specific pair
of subgraphs.

Repeat for each pair of subgraphs.

Complete table of path is representation of another
full-mesh graph. To get the minimum spanning
tree for this connected weighted graph use the
Kruskal's algorithm [13]. Mark the edges of the
minimum spanning tree in the table of paths with
Use=1.

Find every path wittuse=1. Find all vertices from

0, to 0, for that specific row in path table and mark
this vertices withTree=1in the table of the main
graph.

Find every vertex with metric of 1 in the table of
the main graph and mark it wilfree=1.

Links in the table of the main graph marked with
Tree = 1 creates VolP backbone. Part of these
links with Metric=1 is the main backbone. The
other links are capable for upgrade.

Plot results into graph with highlighted border
routers, VolP backbone and temporary links.

Table 1. Data structure for main graph

(vertices) which needs to be included in the final
backbone (tree). Next steps are as follows:

End
Node

Link Start

ID Node Tree

Metric

1. Select all voice-capable links (edges wibtric =
1) from the table and store them in variable
VC_LINKS.

2. Create subgraphs froddC_LINKS. In case start
vertex of one edge is end of another edge, these
edges can be merged into vertex.
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V. PRELIMINARY TESTING B. Performance verification

ional verificati During preliminary testing, besides verifying the

A. Functional verification _correctness of our approach we also measured the
To test our concept we gathered samples from activeomputing performance of the model and the distribution

measurements performed in a real network environmengs network links elected into the VolP backbone. For

These measurements conducted over a period of 24 hoyrse purposes we have generated 3 independent random

represent the average values of delay and jitter (averagggis of networks ranging in size from 10 to 1000 routers.

per hour) on 20 high-speed WAN links (Fig. 6). TheFor each such randomly generated network a distribution

%ﬂgggegngaﬁgsmi v]:/i:?etce):vgmaggpl?gtehdsf;tli)seiicglcl)dgn network performance parameters was assigned to links
y hich followed usual distribution of such parameters as

graphically. The measured data are plotted in Fig. 7 an

Fig. 8, were first 10 links are plotted in Fig. 7 and themeasured previously for a 24 hour period.

remaining 10 links in the Fig. 8. Our experimental findings are summarized in Fig. 10

Based on the results only two links (#9, #11) are fu”wvhlch represents the percentage of links elected into the
VoIP capable, another two links (#1 and #19) have °IP backbone for a randomly generated network with a
metric of 2 while all the other links have metric of 5.9iven number of routers. In Fig. 11 we list the high and
Links #5 and #11 create one subgraph BFH, othef®w average distributions corresponding to Fig. 10. In
subgraphs are border routers A and J (border router B Fg. 12 we list the time performance of our model on the
already included in BFH). Following the algorithm same set of randomly generated networks. In Fig. 13 we
variable SUBGRcontains {BFH, A, J}. Following the present the high and low averages of time performance
Dijkstra's and Kruskal's algorithms and the last 3 steps @orresponding to Fig. 12.
the algorithm we are able to create VolP backbone with
connection to all border routers. Final network topology
(Fig.9) contains voice capable (solid), usable (dashed)
and no temporary (dotted) lines.

B
INEIRE ) 177,
% 5 18%% Fig. 9. VolP backbone connected to border routers
2 AN 72 v

Fig. 6. Network topology
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V. CONCLUSION

[2]
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4]

(5]

6]

[

(8]

[0

[10]

[11]

In this paper we proposed a novel method of routing

VolIP traffic in large networks. By performing periodic

measurements of network performance parameters (deIE}?]
and jitter) we model the probability distributions of these

parameters for each link and use the model as input for a
path selection algorithm based on a modification of well[13]

known Dijkstra’s and Kruskal's algorithms. In this way

we establish a VolP backbone which is a network overlay

suitable for VolP traffic deployment.
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