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Abstract—Fire detection is an important issue of modern information to classify the image frame into fire and non-
security sensing system. In this paper, we propose a vision-based fire regions[1]. This method requires that the camera be
fire detection algorithm. The proposed approach integrates  giationary, thus it is not very effective to detect fire in the
color, spatial and motion information to locate fire regions in . ' . N .
video frames. Potential fire regions are detected by modeling moving recordgd V'deosj Yamagishi and Yamagqchl present
the fire color with Gaussian mixture model. Based on some @ flame detection algorithm based on the spatial-temporal
characteristics of burning flame, we combine spatial and tem- fluctuation data of the frame contour[2]. A neural network is
poral features to remove spurious fire-like regions. Finally, some employed to determine fire from the Fourier transform of the
missing fire regions are located using region growing method. ,ctyation data. Their method only uses color information
Experimental results indicate that the proposed approach can .
be applied to a variety of conditions and outperform some to ex’gract flgme pixels. However, we also_obiser\./e that mf';my
existing technique. non-fire objects have the same color distributions as fire.
False extraction exists inevitably. Besides, the computational
complexity of the algorithm is too high for practical appli-
cation. Phillips et al. exploit both the color and temporal
variation to detect fire[3]. They use the Gaussian-smoothed

|. INTRODUCTION color histogram to generate a color lookup table of fire pixel
S fire accident makes great damage to our life arfhd then t'ake advantagt-?- of tgmpqral variation of pixel values
property, fire flame detection is an important issue (Sp dete.r.mlne Whether'lt is a fire pixel or not. The method is
modern security sensing system. Most current fire detectiifensitive to the motion of camera. But it requires a close
systems are based on infrared sensors, optical sensors, ofgimity to the fire. Liu and Ahuja present spectral, spatial
sensors that detect the presence of smoke, heat or radiaf@f temporal models of fire regions in video sequences(4].
using ionization or photometry. However, alarm is not issuethey suggest that the shape of a fire region was represented
unless particles or heats actually reach the sensors to actiVgi&erms of spatial frequency content of the region contour
them. Thus, they can not be operated in open spaces and I&1§#89 its Fourier coefficients and the temporal changes in
covered areas. Besides, they usually are unable to provigse coefficients are used as the temporal signatures of
additional information such as the location and size of tH@€ fire region. Their method can not detect flame in some
fire and the degree of burning. In contrast, vision-based figguations, such as low burning power and relatively steady
detection system offers the following advantages: (1) TrHRurming. Toreyin et al. mtggrate motion, fllck_er, edge blurring
equipment cost is lower. Nowadays, closed circuit televisigi'd color features for video flame detection[7]. Temporal
(CCTV) systems are already installed in many public p|acé?§d spau_al _Wavelet_ transform are perfo_rmed to extract the
for surveillance purposes. (2) The response time is faster @gracteristics of flicker and edge blurring. Although they
the camera does not need to wait for the smoke or heatS@oW good results for several test data, they use many heuris-
diffuse. (3) The CCTV system can monitor a large area tis thresh(_)lds. Celik et al. propose a rea_ll—tim(_a fire detgctor
create a higher possibility of fire detection at early stage. (ﬁzat_ combines foreground object information with color pixel
It directly senses the location of fire, not just radiation whicRtatistics for fire[8]. The foreground information is extracted
comes from its general vicinity. Therefore, in this paper, weSing an adaptive background subtraction algorithm, and then
propose a new algorithm to detect fire event in surveillandegrified using a statistical fire color model. Although all the
video. previous approaches achieve some level of success, they do

The next section of this paper briefly reviews some relatdtpt fully exploit the spatio-temporal information contained

works. Then, we describe the proposed flame detectilihVvideo.
algorithm in Section Ill. The performance evaluation of our

: . : . : [1l. THE PROPOSEDAPPROACH
approach is reported in Section IV. Finally, some concluding ) ) o
remark is given in Section V. To develop a robust fire detection system, it is necessary

to understand the nature of flame. The flames usually display
reddish colors, besides, the color of the flame will change
with the increasing temperature. When the fire temperature

Recently many works on visual fire flame detection havs low, the color shows range from red to yellow, and it
been proposed [1], [2], [3], [4], [5], [6], [7], [8], [9], [10], may become white when there is a higher temperature[5].
[11], [12]. Most of methods make use of various visualhe shape of the flame also changes rapidly due to some
characteristics including color, motion and geometrical convironmental factors such as airflow and burning materials.
tour of flame regions. Healey et al. use color and motiofhus, the fire region exhibits a structure of nested rings of

" \Feb i . ) colors, changing from white at the core to yellow, orange
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el Chepn 2nd W-C. Hua%’g are wi the Depariment gf%omwtind red in the periphery[4]. Based on these knowledge,
Science and Information Engineering, Fu Jen University, New Talpi, e proposed flame detection algonthm 1S composed of the
Taiwan, e-mail: Ichen@csie.fju.edu.tw following four components:

Index Terms—video content analysis, fire detection, image
classification.
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1) Fire-colored pixel detection C. Coalor Image Segmentation

2) Moving pixel detection To facilitate the subsequent processing, we divide the

3) Color image segmentation current image frame into homogeneous regions using the

4) Integration of spatial and temporal features color information at each pixel. To perform this task, one
Each of these components is described in the followirdassic method consists of finding clusters of points in the
subsections. 3D color space and labeling each cluster as a different

region[15], [16]. The main disadvantage of this method
) . . is the number of clusters (regions) is typically unknown
A. Fire-colored Pixel Detection for traditional data clustering algorithm such as k-means.
To detect fire pixel, one of the easiest and often usethother problem with clustering is the spatial information
methods is to define fire color cluster decision boundarigs not taken into account. In this paper, we employ a new
for different color space components. Single or multiplelustering algorithm called mean-shift [17] to determine the
ranges of threshold values for each color space componeninber of dominant colors automatically.
are defined and the image pixel values that fall within these For each frame, dominant colors are first generated by the
predefined ranges for all the chosen color components anean shift algorithm. Then, we explore the spatial relation
detected as fire pixels. However, since this method requirespixels to get the spatial segmentation result. All pixels are
a few empirical thresholds, it can fail when the environmemfiassified according to their distance to dominant colors in
or burning material is changed. color space and spatial relationships within image domain.
To capture the color variation of flame, we model the HSWhe Euclidean distance between two colors is calculated for
color distribution of a fire pixel using the Gaussian mixturelustering. For each pixel, we assign it to the class with the
model. The probability density function of a Gaussian mixshortest distance if the distance is smaller than a threshold.
ture model withk components for the feature vectore R¢  Afterwards, the threshold is increased by a certain amount.

is defined as For each unassigned pixel, we assign it to a certain class if
u , its distance to the corresponding dominant color is smaller
p(z) = Z a;p(zlj) than the modified threshold and one of its neighboring pixels

j=1

has been assigned to the same class. Finally, all remaining
whereq; is the mixture weight angh(x|5) is the Gaussian unassigned pixels are classified to its nearest neighboring

density model for the'th component region. It is noted that the dominant colors of the current
1 frame can be used as the initial guess of dominant colors in
e~ 1/2@=p)" 320 @ —py) the next frame. Due to the similarity of adjacent frames, the

p(li) = S=mr~s
(2m)d/2| 32 5|2 mean shift algorithm often converges in one or two iterations.

wherey; is the mean vector ang. j is the covariance matrix Thus, the computational time is reduced significantly.

for the j'th component, respectively. The model parameters

aj, p; and 3" j can be estimated from a training data sé®. Integration of Spatial and Temporal Features

using the EM algorithm[13]. The number of components in Each segmented region is declared as potential fire region
the mixture can be either supplied by the user or chosen usin®0% of its pixels are fire-colored pixels. However, there
some optimization criteria[14]. For any pixel with color valueare some false fire regions resulting from the following two
x = (h,s,v), if p(x) > T1 (threshold), then it is declared factors[6]:

as a candidate fire pixel. The advantage of this parametric, pye to the reflection of the fire, some objects will
model is that it can generalize well with less training data  change its appearance colors as well as its brightness

and also has very less storage requirements. to be similar to those of flame.
« Non-fire objects (such as sun) with similar fire-colors
B. Moving Pixel Detection will be identified as fire region.

. . . I To remove spurious fire-like regions, the potential fire regions
Color is not the unique feature to identify fire. There ar%re classified into the following three types of regions.

some non-fire objects with the same color with fire suc 1) Type I: true fire region with great temporal variation
as sun and red leaves. The main difference between fire-) _YP€ - 9 g P '

and these non-fire objects is the nature of their motion.z) Type II: true firg regiqn with little temporal variation.

Because of airflow and burning materials, the size and sha é) Type ,”I' false f|.re r.eg'|on. . o

of a flame are completely changeable. To detect such ae pqtentlal fire region is identified as type | region if 59%

significant fire movement, we analyze the difference betwe@h!tS Pixels are moving pixels. Any other potential fire region

consecutive frames. is identified as type Il region if it is adjacent to type | region.
Consider a video sequence containing n frames, the av&Sing region growing based method, type | and Il regions are

age temporal variation is defined as combined into true fire regions. The remaining potential fire

regions are type lll regions. Finally, if the true fire regions

1t occupy 5% of an image frame then a fire event is detected
Alz,y) =~ D i@ y) = fin (2, y)] in this frame.
1=1
where f;(x, %) is the intensity at the pixel locatiofr, ) in IV. EXPERIMENTAL RESULTS
the ith frame. If A(z,y) > T» (threshold), then a moving The proposed algorithm is tested by four video sequences
pixel is detected at locatiofw, y). which consist of 35638 frames totally. The test videos include
ISBN: 978-988-19252-9-9 WCE 2013
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Fig.1. Some Test Images and The Detected Fire Regions
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TABLE |
ACCURACY MEASURES FOR FOUR TEST VIDEOS

(1]

Video No. of No. of No. of No. of
ID Frames Correct Missed False
with Fire | Detection | Detection | Detection 2
1) 242 223 19 0
B) 318 283 35 12 (3]
3) 397 364 33 21
@) 465 439 26 28 [4]
TABLE Il

(5]

PERFORMANCE COMPARISON FOR FIRE DETECTION

Video Our Approach Toreyin's Approach 6]
ID Recall | Precision| Recall | Precision
1) 92.15% 100% 87.19% 100%
2) 88.99% | 95.93% | 86.79% | 94.20% 71
3 91.69% | 94.55% | 89.42% | 91.03%
4 94.40% | 94.00% | 91.83% | 93.03% 8]

several fire events under a variety of conditions such
indoor, outdoor and explosion. Fig. 1 shows some test imaga@
and the detected fire regions. The experimental results are
shown in Table I. The missed detections are due to tvitf!
factors. One is that the size of flame is very small on the
combustion such as small candles. The other is that the fite]
source is under control and lack of temporal variation such
as blowtorch. The false detections are mainly caused by g,
fire-colored moving object such as a red parking car.

The performance of fire detection is usually measured lff/s]
the following two metrics:

[14]

Recall= Precision=

D
D+ MD D+ FD
where D is the number of fire event detected correctiy!®!
MD is the number of missed detection ardD is the
number of false detection. For performance comparison, \ié]
also implement the well-known baseline algorithm proposed
by Toreyin et al.[7]. To compare both approaches fairly;7
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best performance. As shown in Table II, our approach is, in
overall, better than Toreyin's approach in term of recall and
precision.

V. CONCLUSION

In this paper, we have analyzed the static and dynamic fea-
tures of fire flame and proposed a flame detection algorithm
based on the integration of spatio-temporal information in
the video. Experimental results show that our flame detection
algorithm can locate the position of flame accurately and can
be applied to complex environment.The proposed technique
can be incorporated with a fully automatic surveillance sys-
tem monitoring open spaces of interest for early fire warning
system. Finally, our future work will be the integration of
other fire features such as smoke and flicker into current
system to achieve more robust fire detection.
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