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Abstract—In the first stage of a manufacturing process a large number of variables might be available. Then, a smaller number of measurements should be selected for process monitoring. At this point in time, variable selection methods for process monitoring have focused mainly on explained variance performance criteria. However, explained variance efficiency is a minimal notion of optimality and does not necessarily result in an economically desirable selected subset, as it makes no statement about the measurement cost or other engineering criteria. Without measuring cost many decisions will be impossible to make. In this article, we propose two new methods to select a reduced number of relevant variables for multivariate statistical process control that makes use of engineering, cost and variability evaluation criteria. In the first method we assume that a two-class system is used to classify the variables as primary and secondary based on different criteria. Then a double reduction of dimensionality is applied to select relevant primary variables that represent well the whole set of variables. In the second methodology a cost-utility analysis is used to compare different variable subsets that may be used for process monitoring. The objective of carrying out a cost-utility analysis is to compare one use of resources with other possible uses. To do this, to any process monitoring procedure is assigned a score calculated as ratio of the cost at which it might be obtained to explained variance that it might provide. The subset of relevant variables is selected in a manner that retains, to some extent, the structure and information carried by the full set of original variables. A real application from automotive industry will be used to illustrate the proposed methods.

Index Terms—Process control, dimension reduction, variance efficiency, cost-utility analysis, influence function.

I. INTRODUCTION

The aim of Statistical Process Control, SPC, is to bring a production process under control and keep it in stable condition to ensure that all process output is conforming. This under control state is achieved by monitoring process through measurements of selected variables. When large number of variables are available, it is natural to enquire whether they could be replaced by a fewer number of measurements without loss of much information. Examples of situations in which variable selection is necessary can be found in [4], [19].

A two stage methodology to select a subset of variables that retains as much information on the full set of variables as possible, assuming that all variables are equally important according to engineering and economic criteria is given in [6]. However, in many cases measured variables are not equally important according to given criteria. For example, according to some engineering criteria some variables may be very important for the functionality of the part and others less important, or some variables may be easier and cheaper to carry out then others or some variables may be more efficient in waste reduction because their measurement are made at earlier points in the process. Neglecting this information in SPC would be counterproductive. At this point in time, there is a gap in the SPC literature devoted to statistical selection of variables in conjunction with given engineering or economic criteria.

In this article, we propose two new methods to select a reduced number of relevant variables for multivariate SPC that makes use of engineering, cost and variability evaluation criteria. In the first method we assume that a two-class system is used to classify the variables as primary and secondary based on different criteria. Then a double reduction of dimensionality is applied to select relevant primary variables that represent well the whole set of variables. The selection methodology uses external information to influence the selection process. The subset of relevant variables is selected in a manner that retains, to some extent, the structure and information carried by the full set of original variables, thereby providing a SPC almost as efficient as we were monitoring all original variables. The proposed method is a stepwise procedure. Various variable selection procedures might be used to select relevant primary variables. In this article we propose a backward elimination scheme, which at each step eliminates the less informative variable among the primary variables that have not yet been eliminated. The new variable is eliminated by its inability to supply complementary information for the whole set of variables. To achieve this we propose the use of Principal Components, PCs, which are computed using only the selected subset of primary variables, but represent well the whole set of variables. This strategy mitigates the risk that an assignable cause inducing a shift, that lies entirely in the discarded variables, will go undetected. To find such PCs we use Rao’s approach on principal components of instrumental variables [17].

In the second methodology a cost-utility analysis is used to compare different variable subsets that might be used for process monitoring. The objective of carrying out a cost–utility analysis is to compare one use of resources with other possible uses. To do this, to any process monitoring procedure is assigned a score calculated as ratio of the cost at which it might be obtained to explained variance that it might emanate. The subset of relevant variables is selected in a manner that retains, to some extent, the structure and information carried by the full set of original variables.
II. METHOD I: VARIABLE SELECTION WITH PREASSIGNED ROLES

A. Formulation

In the first stage of a manufacturing process a large number of variables might be available. Then, a smaller number of measurements should be selected for process monitoring. In what follows we suppose that \( \mathbb{X} = (X_1, X_2, \ldots, X_m) \) is the vector of initial stage measured variables, with mean \( \mu \) and covariance matrix \( \Sigma \). We collect n observations and let \( \mathbb{X} \) be the nxm matrix of in-control data. When a large number of measurements are available, it is natural to investigate whether they could be replaced by a fewer number of variables. In the proposed methodology we assume that a two-class system is used to classify the variables as primary and secondary based on different criteria. For example according to some measurement cost criteria some variables may be easier and cheaper to carry out then others or some variables may be more efficient in waste reduction because their measurement are made at earlier points in the process. Without loss of generality let \( C_1 = (X_1, X_2, \ldots, X_c) \) and \( C_2 = (X_{c+1}, \ldots, X_m) \) be the sets of primary and secondary variables respectively. We may write \( \mathbb{X} = (C_1, C_2) \). Our goal is to find a subset \( \mathbb{X}_1 \) of c primary variables (c≤p), which best in some sense represents the whole set of original variables \( \mathbb{X} \). PCs that are based on the selected subset of primary variables are suggested for this purpose as an appropriate tool for deriving low-dimension subspaces which capture most of the information of the whole data set. For the case \( C_1 = \mathbb{X} \), several selection methods have been suggested in different contexts (see for example [3], [5], [6], [8], [13], [14], [15], [16], [18]). Suppose that \( \mathbb{X}_1 \) is the selected subset of primary variables and similarly \( \mathbb{X}_2 \) the subset of remaining variables. We may write \( \mathbb{X} = (\mathbb{X}_1, \mathbb{X}_2) \). Let \( (\mu_1, \Sigma_{11}) \) and \( (\mu_2, \Sigma_{22}) \) denote the location scale parameters of \( \mathbb{X}_1 \) and \( \mathbb{X}_2 \) respectively. We have the following expressions for \( \mu \) and \( \Sigma \):

\[
\mu = (\mu_1, \mu_2) \quad \Sigma = \begin{pmatrix} \Sigma_{11} & \Sigma_{12} \\ \Sigma_{21} & \Sigma_{22} \end{pmatrix}
\]

Consider a transformation:

\[
Y = \mathbb{X}_1 A
\]

where \( A \) is a matrix of rank q. The residual dispersion matrix of \( Y \) after subtracting its best linear predictor in terms of \( Y \) is

\[
\Sigma_{res} = \Sigma - \Theta'_{1} A (A' \Sigma_{11} A)^{-1} A' \Theta_{1}
\]

where \( \Theta = (\Sigma_{11}, \Sigma_{12}) \).

In this article we propose a variable selection procedure based on PCs, which are computed as linear combinations of selected subset, but are optimal with respect to a given criterion measuring how well each subset approximates all variables including those that are not selected. For a given q we wish to determine \( A \) such that the predictive efficiency of \( Y \) for \( X \) is maximum. Using as overall measure of predictive efficiency the trace operator we have the following solution:

the columns of matrix \( A \) consist of q first eigenvectors of the following determinant equation:

\[
|\Sigma_{11} + \Sigma_{12} \Sigma_{21}| - 2X_{11} = 0
\]

Assuming that \( \lambda_1 \geq \lambda_2 \geq \ldots \geq \lambda_c \) are the ordered eigenvalues and denoting by \( \alpha_1, \alpha_2, \ldots, \alpha_q \) the associated eigenvectors, the matrix \( A \) is given as following \( A = (\alpha_1, \alpha_2, \ldots, \alpha_q) \).

B. Variability Evaluation Criteria

There are several measures to summarize the overall multivariate variability of a set of variables. The choice of indices will depend on the nature and goals of specific aspect of data analysis but the most popular ones are based on trace operator, generalized variance and squared norm of the dispersion matrix. Al-Kandari and Jolliffe [1], [2], have investigated and compared the performance of several selection methods and their results showed that the efficiency of selection methods is dependent on the performance criterion. Furthermore they noted that it may be not wise to rely on a single method for variable selection. In practice it is necessary to know how well \( Y \) approximates the whole data set \( X \). A suitable criterion for this purpose is the proportion of variability explained by the best q space spanned by the selected subset \( \mathbb{X}_1 \) given by:

\[
RX = \frac{\lambda_1 + \lambda_2 + \ldots + \lambda_q}{trace(\Sigma)}
\]

Classical Principal Components Analysis, PCA, results guarantee that the maximum value of the right hand of (5) is attained for \( \mathbb{X}_1 = \mathbb{X} \). The index \( RX \) is useful to quantify how much information the selected variables have about the whole set of variables. However, it does not tell us how much information the selected variables have about the unselected ones. This information cannot be found in \( \Sigma_{res} \) but it can be found in conditional covariance matrix of subset \( \mathbb{X}_2 \) given \( Y \), denoted as \( \Sigma_{\mathbb{X}_2/Y} \) given by:

\[
\Sigma_{\mathbb{X}_2/Y} = \Sigma_{22} - A' \Sigma_{2} A_{\mathbb{X}_1} A_{\mathbb{X}_1}' A \Sigma_{11} A_{\mathbb{X}_1}
\]

We then propose the use of a second variability evaluation criterion defined as:

\[
RX_2 = 1 - \frac{\lambda_1 + \lambda_2 + \ldots + \lambda_m}{trace(\Sigma_{22})}
\]

where \( \lambda_1, \lambda_2, \ldots, \lambda_m \) are eigenvalues of \( \Sigma_{\mathbb{X}_2/Y} \). The criterion \( RX_2 \) is similar to index \( RX \) defined in [6]. It grows both with the variance of the selected variables as well as with the variance of the unselected ones explained by the selected variables. If \( RX_2 \) is near zero it shows that the subspaces spanned by \( \mathbb{X}_1 \) and \( \mathbb{X}_2 \) are almost orthogonal and the sets of variables \( \mathbb{X}_1 \) and \( \mathbb{X}_2 \) describe different phenomena of the same process. Therefore a shift in the unselected variables could not be detected by the selected subset. Conversely, a high \( RX_2 \) value will guarantee that the
selected variables may provide a SPC almost as efficient as if we were monitoring all \( m \) variables.

C. Variable Selection Algorithm

Various variable selection procedures might be applied to select relevant primary variables and then find PCs which are based on them but represent well the whole set of variables. Here we propose a backward elimination scheme:

2. Based on \( \mathbb{C}_1 \) calculate PCs that explain well the whole set of original variables \( \mathcal{X} \), [17].
3. Looking carefully at eigenvalues and the cumulative proportions, determine the number of PCs to be used.
4. Remove each one among the \( p \) variables in \( \mathbb{C}_1 \) in turn, and solve \( p \) eigenvalue problems, (4), with \((p-1)\) variables.
5. Find the best subset of size \((p-1)\) according to selection criterion that is used and remove the corresponding variable.
6. Put \( p=(p-1) \) and continue backward elimination till stopping criteria are satisfied.

When selection procedure is stopped we have obtained the selected subset of primary variables \( \mathcal{X}_1 \).

III. METHOD 2: VARIABLE SELECTION WITH COST-UTILITY ANALYSIS

A. Variance Recovery Cost Index

At this point in time, variable selection methods for process monitoring have focused mainly on the explained variance performance criteria. However, explained variance efficiency is a minimal notion of optimality and does not necessarily result in an economically desirable selected subset, as it makes no statement about the measurement cost or other engineering criteria. Without measuring cost many decisions will be impossible to make. The objective of carrying out a cost–utility analysis is to compare one use of resources with other possible uses. To do this, to any process monitoring procedure is assigned a score calculated as ratio of the cost at which it might be obtained to explained variance that it might provide. Then, the ratio scores are compared to define the best economically desirable selected subset.

Let \( \mathcal{X}_j \) be the selected subset under conditions examined and \( F(\mathcal{X}_j) \) their associated cost, given by

\[
F(\mathcal{X}_j) = \sum_{X_j \in \mathcal{X}_j} f_j
\]

where \( f_j \) is the cost for measurement \( X_j \).

To compare one use of resources with other possible uses, we propose variance recovery cost index, noted CR. The equation for CR is

\[
\text{CR} = \frac{F(\mathcal{X}_j)}{R}
\]

where \( F(\mathcal{X}_j) \) is the cost and \( R \) is the variance recovery across conditions examined, for example given by (5) or (7). CR score attempts to define, how much, each unit of explained variance costs. Variable subsets for process monitoring can be ranked according to CR values. This allows easy comparison across different selected variable subsets, but still requires value judgments to be made about the quality of explained variance across the structure and information carried by the full set of original variables.

IV. CONTROL CHARTS BASED ON INFLUENCE FUNCTION

A. Influence Function

We assume that under a stable process the distribution of \( \mathcal{X} \) is \( F \), ideally multivariate normal. When special causes are present in the process \( \mathcal{X} \) has an arbitrary distribution noted \( G \). A distribution function which describes the two sources of variation in a process is the contaminated model, [7], given by:

\[
F_{eH} = (1 - \varepsilon) F + \varepsilon G \tag{10}
\]

with \( 0 \leq \varepsilon \leq 1 \).

If process is under control we have \( \varepsilon = 0 \). When process is not stable, roughly a proportion \( \varepsilon \) of output subgroups will be contaminants.

Let \( T = T(F) \) be a statistical functional. The influence function \( IF(x,T,F) \) of the statistical functional \( T \) at \( F \) is defined as the limit as \( \varepsilon \rightarrow 0 \) of

\[
\left[ T\left[ (1 - \varepsilon) F + \varepsilon \delta_{x} \right] - T(F) \right] / \varepsilon \tag{11}
\]

where \( \delta_{x} \) denotes the distribution giving unit mass to the point \( x \in \mathbb{R}^{p} \). The perturbation of \( F \) by \( \delta_{x} \) is denoted as \( F_{x} = (1 - \varepsilon) F + \varepsilon \delta_{x} \) \((0 \leq \varepsilon \leq 1)\) \tag{12}

As such the influence function measures the rate of change of \( T \) as \( F \) is shifted infinitesimally in the direction of \( \delta_{x} \), [7]. The importance about the influence function lies in its heuristic interpretation: it describes the effect of an infinitesimal contamination at point \( x \) on the estimate. Our idea is that output segments that have a large influence on monitored parameters show up the time when special causes are present in a manufacturing process. The influence functions may be calculated for almost all process parameters. Therefore, based on influential measures derived from them, multivariate control charts for different process parameters and with different sensitivities are be set up, [9], [10], [11], [12].

B. Control Charts

Assignable causes that affect the variability of the output do not increase significantly each component of total variance of \( \mathcal{X} \). Instead, they may have a large influence in the variability of some components and small effect in the remaining directions. Therefore an approach to design control charts for variability consists to detect any significant departure from the stable level of the variability of each component. Based on \( \mathcal{X}_j \) PCs that represent well the whole set of variables are derived, [17]. To build up control charts one may use either the principal components or the influence functions of eigenvalues of dispersion matrix. The control limits of the proposed control charts are three sigma.
control limits as in any Shewhart control chart, (for details see [9], [10], [11], [12]).

V. APPLICATION

A. Case Study

The proposed methods will be illustrated by using data from a real production process, which manufactures bumper covers for vehicles. Bumper covers are molded pieces made of durable plastic designed to enhance the look and shape of the vehicle while hiding the real bumper. They are attached to the vehicle with fasteners. The current inspection procedure consists of measurements taken at 24 points. The variables that are measured are holes diameters. To fit well with the automobile's overall holes diameters have tight dimensional tolerances. But not all these variables are equally important according to engineering and economic criteria. Ten among them are very important because their deviations from target values lead to designs with less aesthetic fit of automobile's overall and they are very awkward to handle. Meanwhile for the remaining variables their deviations from target diameters can be handled easily by operators and lead to designs that fit well.

B. Variable Selection with Pre-Assigned Roles

We applied our proposed variable selection methodology with pre-assigned roles to bumper cover manufacturing process. The number of elements in the sets of primary and secondary variables C<sub>1</sub> and C<sub>2</sub> are 10 and 14 respectively. In this article we used a backward elimination scheme, which at each step eliminates the less informative variable among the primary variables that have not yet been eliminated. The new variable was eliminated by its inability to supply complementary information for the whole set of variables. The subset of relevant variables was selected in a manner that retains, to some extent, the structure and information carried by the full set of original variables, thereby providing a SPC almost as efficient as we were monitoring all original primary variables. The results showed that efficient monitoring of this process according to criterion RX in (5) could be attained by using only six primary variables. Shewhart control charts of influence functions of eigenvalues for the covariance matrix were used to monitor components of process variability. These influential control charts, accompanied with process logbook gave clear indications for all known assignable causes present in the process.

C. Variable Selection with Cost-Utility Analysis

To illustrate variable selection with cost-utility analysis we used only the measurements of ten primary variables. The objective of carrying out a cost–utility analysis is to compare one use of resources with other possible uses. Variable subsets for process monitoring were ranked according to CR values in (9). Based on data from the cover bumper process, a surface plot with Cartesian coordinates (c, CR, RX) is displayed in Fig. 1. A subset of relevant variables that retains, to some extent, the structure and information carried by the full set of original variables should have high RX values and low CR and e values. This allows easy comparison across different selected variable subsets, but still requires value judgments to be made about the quality of explained variance across the structure and information carried by the full set of original variables. An inspection of surface plot in Fig. 1 shows that an effective use of resources is obtained for a selected subset with six primary variables.

VI. CONCLUSION

This article proposes two new methods to select a reduced number of relevant variables for multivariate statistical process control that makes use of engineering, cost and variability evaluation criteria. In the first method a double reduction of dimensionality is applied to select relevant primary variables that represent well the whole set of variables. In the second methodology a cost-utility analysis is proposed to compare different variable subsets that may be used for process monitoring. The objective of carrying out a cost–utility analysis is to compare one use of resources with other possible uses. The subset of relevant variables is selected in a manner that retains, to some extent, the structure and information carried by the full set of original variables. This strategy mitigates the risk that an assignable cause inducing a shift, that lies entirely in the discarded variables, will go undetected. Just like ordinary PCA the solution of the eigenvalue problem in (4) is not scale invariant, and therefore sometimes it is better to apply the above method to standardized data rather than raw data. In such cases the covariance matrices in their formulation are replaced by the corresponding correlation matrices.
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