
 

 

Abstract—Current inductive learning algorithms have 

difficulties handling attributes with numerical output values. 

This paper presents FuzzySRI-II, a new fuzzy rule induction 

algorithm for the prediction of numerical outputs. FuzzySRI-II 

integrates the comprehensibility and ease of application of rule 

induction algorithms with the uncertainty handling and 

approximate reasoning capabilities of fuzzy sets. The 

performance of the proposed FuzzySRI-II algorithm in two 

simulated control applications involving numerical output 

values is demonstrated and compared to that of the recently 

developed RULES-F Plus fuzzy rule induction algorithm. 

Results show that the rules derived from FuzzySRI-II are 

simpler and yield higher accuracy than those from RULES-F 

Plus. 

 
Index Terms—Fuzzy systems, rule induction, inductive 

learning, numerical output prediction, control systems 

 

I. INTRODUCTION 

ANY engineering applications require the creation of 

models for the prediction of attributes with numerical 

values. Techniques have been developed to build 

approximate models for such a purpose. One of the most 

popular methods is the generation of models in the form of 

neural networks. This requires effort in determining the 

network configuration and produces “black box” type 

models that are difficult to interpret. 

A number of studies have been conducted on the 

adaptation of typical inductive learning algorithms for the 

handling of numerical outputs. Many researchers have 

attempted to use decision-tree induction and have handled 

numerical output problems by simply dividing the output 

range into small intervals that can then be regarded as 

nominal class values. However, these attempts often fail [1] 

because they yield extremely large or inaccurate models. 

Successful attempts have tended to employ regression tree 

algorithms, the most famous of which perhaps is CART [2]. 

A regression tree model is generated and interpreted in a 

similar way to a typical classification tree. The main 

differences appear in the interpretation of a leaf and in the 

splitting criterion employed. In CART, for a numerical 

attribute A
i
, each internal node of the tree is a test of the type 

[A
i
 > t

i
], where t

i
 is a test value for A

i
. At a particular leaf, 

the predicted output value is the mean of the output values of  
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the instances in the training set T reaching the leaf. The 

splitting process is performed in order to minimise the mean 

squared error at each leaf. Based on the CART approach, 

many other algorithms have been developed. For instance, 

[3] presented a more accurate algorithm for the construction 

of region-splitting regression trees, similar to CART but 

including a wider range of possible tests for the internal 

nodes. With another algorithm, [4] employed a Bayesian 

approach to estimate the class distribution in tree-structured 

regression, which resulted in the modification of the splitting 

and pruning criterion and permitted the creation of trees with 

smaller classification errors. 

Nevertheless, a problem with these types of regression 

trees is that they all employ constant values at their leaves. 

This restricts the use of the regression tree model when 

handling prediction problems because the number of 

possible predicted values will be limited by the number of 

leaves in the tree. Other attempts were based on rule 

induction algorithms, for example CN4 and KEX [5]. 

However, as in the original regression trees, the value 

predicted by each rule (equivalent to a leaf) is a single value. 

To resolve this problem, a new type of regression method 

was developed. The method is based on the typical decision 

tree structure but it uses local linear regression functions 

instead of single values at the leaves [6]. A similar idea is 

adopted in the M5 algorithm [1], where at each leaf, the 

output prediction depends on a linear function with the 

attribute values as parameters. However, with the use of 

linear regression functions, inductive learning algorithms 

lose the characteristic of being close to human reasoning - 

the very characteristic that gave them their popularity. 

A particular type of model, based upon fuzzy logic, has 

been adopted increasingly frequently for the development of 

expert systems and intelligent controllers, due to its 

similarity to some aspects of human reasoning [7], [8]. A 

key feature of fuzzy logic models is that they can handle 

vagueness and uncertainty. They can also deal with 

numerical outputs and do not require sophisticated 

mathematics. Fuzzy logic becomes useful when processing 

systems that are too complex for conventional methods or 

when the available information is qualitative, inexact or 

uncertain. A handful of methods have been proposed for 

automatic fuzzy rules generation [9]–[17]. However, many 

of these methods have been developed only for classification 

problems. Furthermore, for many of these methods the 

membership functions need to be predefined and this could 

be a difficult task. In fact, the problem of designing the 

membership function may be just as complex as designing 
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fuzzy rules.  

Reference [18] introduced a fuzzy rule induction 

algorithm for numerical output handling called RULES-F 

Plus, which is based on the structure of the RULES-5 Plus 

crisp rule learner [19]. One of the main problems of 

RULES-F Plus is that it learns a complete and consistent 

rule set that tries to cover all of the training instances. In the 

case of noisy data, specific rules based on few training 

instances tend to be selected. Although these rules perform 

perfectly on the training instances, their predictive accuracy 

on future test instances is often lower because rules formed 

on the basis of small numbers of instances are susceptible to 

noise. Consequently, the rule set is both large and not of the 

highest accuracy. 

This paper presents a new fuzzy rule induction algorithm 

called FuzzySRI-II (for Fuzzy Scalable Rule Induction - 

Version II) that enables the prediction of numerical output. 

FuzzySRI-II is based on the FuzzySRI classification learning 

algorithm [17], previously developed by the author. 

FuzzySRI-II employs a fast and noise-tolerant search 

method for extracting accurate and compact fuzzy If-Then 

rules from instances. One of its advantages compared with 

most existing fuzzy induction algorithms is that it integrates 

the fuzzy set techniques into the rule induction process and 

allows the automatic creation of membership functions.  

The paper is organised as follows. For convenient 

reference, an outline of FuzzySRI is provided in Section II. 

Section III describes the proposed FuzzySRI-II algorithm. 

Experimental results are given in Section IV. Section V 

concludes the paper and provides suggestions for future 

work. 

 

II. THE FUZZYSRI ALGORITHM 

FuzzySRI (for Fuzzy Scalable Rule Induction) induces 

fuzzy classification rules from a training set of instances 

with known nominal classes. Each instance in the training set 

is represented by a vector of attributes called linguistic 

variables. Each linguistic variable is described by a set of 

linguistic values called linguistic terms. An attribute is either 

nominal or numerical. In FuzzySRI, each fuzzy rule, or 

fuzzy concept description, consists of a conjunction of 

antecedents and a predicted nominal class. Each antecedent 

is a fuzzy condition on a single attribute and there is at most 

one antecedent per attribute. 

FuzzySRI follows the general one-rule-at-a-time 

procedure of rule induction algorithms. It searches the rule 

space in a top-down fashion. Fig. 1 provides a simplified 

description of FuzzySRI. The algorithm starts with an empty 

fuzzy rule set. Given a training instance list and a beam 

width, it generates fuzzy rules for each class in turn. Having 

chosen a class on which to focus, it extracts a new fuzzy rule 

that will cover a subset of the positive instances (instances 

belonging to the chosen class). The generated fuzzy rule is 

then simplified using an incremental pruning procedure 

based on the minimum description length (MDL) principle 

[20]. If the pruned fuzzy rule has an empty body, it is 

assumed that no further rule can be found that explains the 

remaining positive instances and the learning process stops 

for the current class. Otherwise, the pruned fuzzy rule is 

added to the fuzzy rule set and all covered positive instances 

are temporarily removed from the training set. Fuzzy rules 

are learned in this way until no positive instances are left. 

Once all the fuzzy rules for one class are produced, all 

removed instances are put back into the training set before 

inducing fuzzy rules for the second class. In this way, the 

algorithm is always based on all available training instances 

to form fuzzy rules for a specific class. This whole process is 

repeated for each class in turn to produce an unordered set 

of fuzzy rules. 

To generate a fuzzy rule, FuzzySRI performs a pruned 

general-to-specific beam search for a fuzzy rule that 

optimises a given quality criterion. The search for fuzzy 

rules aims to cover as many positive instances and as few 

negative instances as possible (negative instances are those 

not belonging to the class under consideration). FuzzySRI 

uses several effective search-space pruning heuristics to 

avoid useless specialisations and to terminate a non-

productive search during rule construction, which 

substantially increases the efficiency of the learning process. 

A detailed description of the learning of single fuzzy rules 

procedure can be found in [17]. 

The FuzzySRI algorithm uses an intuitive way to obtain 

fuzzy intervals for numerical attributes. First, it discretises 

Input the training set 

and the beam width

Initialise the fuzzy rule set to empty

For each class in 

the training set

While there exist instances 

for the current class

Induce a new fuzzy rule

Prune the generated fuzzy rule 

using the whole training set

If the pruned fuzzy 

rule has an empty 

body

Yes

Remove all instances labelled with the 

current class and covered by the pruned 

fuzzy rule into a temporary instance list

Add the pruned fuzzy rule to the rule set

No

Return the fuzzy rule set

End

Move the instances from the temporary list 

back into the training set

 
 

Fig. 1.  A simplified description of the FuzzySRI algorithm. 
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the domain of each attribute into several crisp intervals using 

an off-line entropy-based discretisation method [21]. 

Second, it derives fuzzy intervals from the crisp ones by 

defining membership functions on the domains of the 

attributes. The derived intervals are then treated in a similar 

way to nominal values during induction.  

 

III. THE FUZZYSRI-II ALGORITHM 

FuzzySRI-II is an extension of the FuzzySRI 

classification rule learner [17]. This section describes 

modifications to the FuzzySRI algorithm to allow the 

prediction of numerical outputs. 

 

A. Representation 

FuzzySRI-II creates fuzzy If-Then rules directly from a 

set of instances called the training set T. Each instance I is 

described by a vector of 
an  input attributes 

( ani
AAA ...,,..,,1

) and an output attribute 
o

A . The input 

(
i

Iv ) and output (
o

Iv ) attribute values in instance I are either 

nominal or numerical. An instance I can therefore be 

formally defined as follows: 

 

I = (
1

A  = 
1

Iv , …, 
i

A  = 
i

Iv , ..., an
A  = an

Iv , 
o

A = 
o

Iv )      (1)

  

A fuzzy rule R can be written in the form: 

 

If (
1

A is 
1

RL )  ...  (
i

A is 
i

RL )  ...  ( an
A is an

RL ) Then 

(
o

A is
o

RL )                                                                           (2) 

 

where 
i

RL  and 
o

RL are respectively the linguistic values 

(terms) of the i
th

 input attributes and the output attribute in 

rule R. Each linguistic value can be obtained by defining 

membership functions on the domains of the attributes. 

Typical shapes of membership functions are triangular, 

trapezoidal, and bell-shaped. FuzzySRI-II adopts triangular 

forms in this study as they are simple and often used in fuzzy 

sets. A triangular membership function can be defined as 

Tr(a,b,c), where ac being the base of the triangle and b the 

location of its apex (Fig. 2). It should be noted that the 

values of nominal attributes can be converted to linguistic 

values by assigning crisp functions with membership degrees 

of either 0 or 1. A rule set indicates the disjunction of a 

number of rules }{ ...,,...,,1 rnl RRR , and it is denoted as 

}......{ 1 rnl RRRRS  . 

B. Formation of a Fuzzy Rule 

The FuzzySRI rule forming process has been designed for 

instances with nominal classes. Therefore, in order to be 

able to use this process, the numerical output values of all 

instances in the training set T need to be fuzzified. It is 

proposed to split the numerical output range of each instance 

(
o

vmin
,

o
vmax ), where 

o
vmin

is the minimum known value for 

the output attribute and 
o

vmax its maximum known value, into 

a fixed number (
ln ) of linguistic values. 

ln  is determined by 

the user and can be seen as a precision degree prescribed for 

the model; the higher the number, the higher the accuracy of 

the created rule set. However, this will also cause the 

number of rules to increase. Thus, the user has a degree of 

control over the size and precision of the model.  

Given the numerical output attribute range and the 

number 
ln  of required linguistic values, the FuzzySRI-II 

algorithm decomposes the output range into 
ln  triangular 

linguistic values (
o

L1
, ... , 

o

kL , ... , 
o

nl
L ) defined as: 

o

kL = 

Tr(a(k),b(k),c(k)), where k is an integer included in [1, 
ln ], 

)1(1)].-[()( /() - minmax  knvvkb l

oo
, 

1)-()()( /() - minmax l

oo
nvvkbka  , and 

1)-()()( /() - minmax l

oo
nvvkbkc  . For instance, Fig. 3 

shows the fuzzification when 
ovmin

= 0, 
ovmax = 15 and ln  = 

4. 

Based on this decomposition, there could be two possible 

linguistic values with respect to which the output attribute 

value (
o

Iv ) in a given instance I can be assigned. The output 

linguistic value will be the value 
o

kL  where the membership 

degree  o

IL
vo

k

  is maximum, 

    2/)()(,2/)()( kbkckakbv
o

I  , and 

  5.0
o

LL
vo

k

 . In the particular case where the membership 

degree of 
o

Iv  is equal for two linguistic values (
o

kL  and 

o

kL 1 ), i.e.     2/)()(2/)1()1( kbkckakbv
o

I   

and   5.0
o

LL
vo

k

 , one is selected randomly. 

Now that the output linguistic values are defined, the 

FuzzySRI-II algorithm can select an instance with its 

corresponding output linguistic value in order to form a 

fuzzy rule. The rule forming process of FuzzySRI is then 

used unchanged. At the end of the rule formation process, a 

Attributea b c



1

 
Fig. 2.  Triangular fuzzy set. 
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Fig. 3.  Output fuzzification. 
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rule R is obtained to cover as many positive instances and as 

few negative instances as possible. 

  

C. Output Prediction 

FuzzySRI-II adopts the following defuzzification strategy 

to predict the output value of a particular instance I. First, 

the membership degree of the instance I with each rule 

R, ,)(IR is computed, namely:  

 

))(()(
1



a
i

Ii
R

n

i
LR vI                                                       (3) 

 

where )(
i

Ii
R

v
L

  is the membership degree of each attribute 

value (
i

Iv ) in the instance I with regard to the corresponding 

linguistic value
i

RL in the rule R. Then, the weighted average 

method [22] is used to compute the defuzzified output: 

 

  


r

l

r

l

n

l
R

n

l
outR ICIoutput

11

)(/)(                              (4) 

 

where I is the new instance,
outC  the centre of the output 

fuzzy set of the rule being considered and rn the total 

number of rules. 

 

IV. TESTS AND ANALYSIS OF RESULTS 

A comparison between FuzzySRI-II and RULES-F Plus 

algorithms has been carried out. Two practical cases have 

been used. The first problem aims to develop a model for the 

guidance of a robotic arm and the second one concerns the 

control of a truck. These two problems were employed to 

evaluate the RULES-F Plus algorithm [18]. Three measures 

were used to assess the performance of each created model, 

namely, the number of created rules, the maximum absolute 

error (Maximum Eabs) and the mean absolute error (Mean 

Eabs) between the real output values and the values predicted 

by the models obtained with the instances in T.  

 

A. Fuzzy Model for Robot Arm Control 

The problem involved the creation of a fuzzy model for 

the control of a PUMA 560 robot [23]. The position (X, Y, 

Z) of the robot end effector depends on three joints and can 

be defined by the angles 1, 2, 3 at these joints. The 

training set T contains 27,825 instances. An instance in T is 

composed of six input attributes (the joint angles 1t, 2t, 

and 3t at time t and the joint angles 1t-1, 2t-1, and 3t-1 at 

time t-1) and three outputs (the resulting spatial positions 

Xt+1, Yt+1, Zt+1). 

Models were created using RULES-F Plus and FuzzySRI-

II. For both algorithms, the universes of discourse of the 

three outputs were decomposed into ten linguistic values. In 

addition, because RULES-F Plus and FuzzySRI-II can only 

handle one output at a time, three training sets were 

generated in order to produce one rule set for each output. 

Finally, RULES-F Plus and FuzzySRI-II each has a number 

of parameters whose values determine the quality of their 

induced fuzzy rule sets. The experiments reported in [18] set 

the PRSET_size to 2 and no pruning process was employed. 

Therefore, these parameter values were used in this study. 

The default parameters of FuzzySRI were used [17].  

Results are shown in Table I. Considering all performance 

measures, FuzzySRI-II clearly outperforms the RULES-F 

Plus algorithm. FuzzySRI-II produced a much smaller model 

than that created by RULES-F Plus, with smaller values for 

the Maximum Eabs and Mean Eabs measures. To illustrate its 

performance, the predictions of the model created by 

FuzzySRI-II for the first 10000 instances compared with the 

actual outputs X, Y, and Z are shown in Figs. 4, 5, and 6 

respectively. 

 

B. Fuzzy Model for Truck Control 

The aim of this experiment was to create a model for the 

control of a truck reversing to a specified loading dock. Each 

instance in T represents one position of the truck (Fig. 7), 

defined by the angle  of the truck relative to the horizontal 

and the location x of the truck on the horizontal axis, with 

the resulting required action on the steering wheel, defined 

by the required steering angle . Thus, an instance is 

composed of 2 input attributes  and x and one output . T 

contains 238 instances. 

For both RULES-F Plus and FuzzySRI-II, the output 

universe of discourse was decomposed into seven linguistic 

values. RULES-F Plus was applied twice, once with and 

once without the IPP pruning process [19]. For both cases, 

PRSET_size was fixed at a value of 2.  

Results are shown in Table II. FuzzySRI-II once again 

clearly outperforms RULES-F Plus. When using the IPP 

pruning process (with noise level (NL) equals 0.25), 

RULES-F Plus created a more compact rule set but with a 

substantial reduction in accuracy. However, for the case 

illustrated, the rule set created by FuzzySRI-II was more 

compact and still more accurate than the model created by 

the RULES-F Plus algorithm. 

 

 

TABLE I 

FUZZY INDUCTION RESULTS FOR THE ROBOT ARM CONTROL PROBLEM 

Total number 

of rules

Average 

maximum

Average 

mean

Number 

of rules

Maximum 

E abs

Mean 

E abs

Number 

of rules

Maximum 

E abs

Mean 

E abs

Number 

of rules

Maximum 

E abs

Mean 

E abs

RULES-F Plus 55 0.0754 0.0129 13 0.1025 0.0222 14 0.0889 0.0121 28 0.0438 0.0044

FuzzySRI-II 31 0.0404 0.006 7 0.0612 0.0103 8 0.0384 0.0058 16 0.0217 0.0019

Combined results X  position Y  position Z position

Robot arm control
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Fig. 4.  FuzzySRI-II prediction for the output X. 
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Fig. 6.  FuzzySRI-II prediction for the output Z. 
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Fig. 5.  FuzzySRI-II prediction for the output Y. 

  

Proceedings of the World Congress on Engineering 2014 Vol I, 
WCE 2014, July 2 - 4, 2014, London, U.K.

ISBN: 978-988-19252-7-5 
ISSN: 2078-0958 (Print); ISSN: 2078-0966 (Online)

WCE 2014



 

 

 

V. CONCLUSIONS AND FUTURE WORK 

This paper has presented a new method for fuzzy rule 

induction based on a modification of the FuzzySRI rule 

induction classifier to enable the creation of models for the 

prediction of numerical outputs. The resulting algorithm, 

called FuzzySRI-II, combines the capabilities of fuzzy logic 

for numerical output and uncertainty handling with the good 

performance of FuzzySRI. Tests on two control problems 

have shown that, compared to the recently developed 

RULES-F Plus fuzzy rule induction algorithm, FuzzySRI-II 

permits the creation of more compact and more accurate 

fuzzy rule sets. Thus, this research has yielded an algorithm 

that seems appropriate for control applications, which is a 

departure from the typical applications of inductive learning 

algorithms to date. 

Further tests should be carried out to compare the new 

FuzzySRI-II algorithm with other well-established methods, 

such as neuro-fuzzy algorithms. Also, tests have shown that 

the performance of the algorithm is highly dependent on the 

number of output membership functions used. Further 

research could be conducted to automate the creation or 

refinement of output membership functions. 
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Fig. 7.  Truck control problem. 

  

TABLE II 

FUZZY INDUCTION RESULTS FOR THE TRUCK CONTROL PROBLEM 

Number      

of rules

Maximum 

E abs

Mean 

Eabs

RULES-F Plus 46 11.4 3.46

RULES-F Plus, NL  = 0.25 12 42.3 6.24

FuzzySRI-II 8 8.6 2.37

Truck control
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