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Abstract—Exploration and investigation of clinical data 

reveals a number of issues, such as missing values, class 

imbalance and high dimensionality. This paper is motivated by 

these challenges especially imbalanced class, at the same time, 

maximising classification performance of data. A classifier 

often shows a strong bias toward the majority class, which is 

the negative case of patient in clinical datasets. Almost all 

classification methods used for have a strong bias towards the 

majority class, and are subject to error rates, e.g. false-negative 

rate implies that one of the performance indices, i.e. recall is 

often poor. Real live clinical data typically the proportion of 

positive cases is smaller than negative cases. Thus, a balance 

has to be restored using data sampling methods. This paper 

investigates methods of sampling, i.e. over-sampling and 

under-sampling to assess the performance of classification 

algorithms. Results show that each of the methods has a 

specific effect, it can be seen that under-sampling provides 

marginally better recall rates (sensitivity) by reducing the 

proportion of majority class and minimising the overall 

prediction error rate especially the minority class. 

 
Index Terms— class balancing, sampling data, clinical data, 

recall 

 

I. INTRODUCTION 

EDICAL data commonly has an imbalanced class 

distribution, where one class is represented by a large 

number of samples while the others are represented by 

small numbers. Positive cases are special or rare cases that 

occur infrequently while negative cases are abundant. On 

such data learning classification methods generally perform 

poorly because the classifier often learns better the majority 

class. The reason for this is that learning classifiers attempt 

to reduce global quantities such as the error rate, and do not 

take the data distribution into consideration. As a result, 

samples from the dominant class are well-classified whereas 

samples from the minority class tend to be misclassified. 

There are two possible ways of improving the classification 

process, either the learning classification algorithms are 

modified or the data presented to them is modified. 

The focus of this paper is on the modification of the data 

presented to the classifiers. Most machine learning 

algorithms (including learning classifiers) are trained based  
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on the assumption that the ratios of each class are almost 

equal and thus the errors associated with each class have the 

same cost. Since the cost gets skewed in favour of the 

majority class, learning classifiers are often biased towards 

them. Thus, class balancing is the significant process to 

improve the data mining performance. In this paper, two 

strategies of sampling data, (1) over-sampling and (2) under-

sampling, that will be solved this problem are outlined in 

section II. It should be noted that the size of samples for 

each class should be big enough to contain the significant 

information whether or be not too small to represent the 

data. A sampling strategy, which applies have to reveal a 

reliable, statistically representative sample of the full detail 

data. It is also advised to apply data sampling on imbalanced 

datasets for better accuracy performance.  

II. CLASS BALANCING METHOD 

Building a classification model with imbalanced dataset 

will cause the underrepresented class to be overlooked or 

even ignored. There are two techniques for balancing the 

classes, both of these change the ratios of the classes present 

and represent a re-sampling of available data. These are (a) 

oversampling and (b) under-sampling. These are discussed 

in the following sections. 

A. Over-sampling strategy 

Synthetic Minority Over-sampling Technique (SMOTE), 

developed by Chawla, Hall, & Kegelmeyer in 2002 [2], is an 

over-sampling technique whereby synthetic minority 

examples are generated. It combines informed over-

sampling of the minority class with random under-sampling 

of the majority class. Using the over-sampling approach the 

minority class is over-sampled by creating artificial 

examples of k nearest class neighbours as seen in Fig. 1.  

It has been shown that SMOTE yields better  results for 

re-sampling and modifying the probabilistic estimate 

techniques [2]. This technique creates artificial samples to 

increase the size of minority class that is it has seen in Fig. 

1. It balances the data by increasing the number of minority 
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Fig. 1: SMOTE - synthetic instances [1] 
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instances by over-sampling them. Thus SMOTE generates 

synthetic examples to the minority class; where the minority 

class is over-sampled by taking each minority class sample 

and introducing synthetic examples along the line segments 

joining any/all of the   minority class nearest neighbours. 

B. Under-sampling strategy 

Another strategy of sampling data is under-sampling that 

reduces the set of data examples (in this paper means 

number of patients). The purpose of balancing data by using 

under-sampling is to achieve a high performance of 

classification and avoid the bias towards majority class 

examples [3]. One simple method for under-sampling data is 

to select a subset of majority class samples randomly [4, 5]. 

However, many researchers proposed different methods to 

select the samples from majority class for example, Near-

miss methods [6], Cluster based method [5, 7, 8], and  

Distances between samples [5].  

Here, distance-based random under-sampling is proposed 

and used to compare the performance of classification 

between over-sampling and under-sampling. The majority 

data is selected by using the pairwise distance; Euclidian 

distance is used in this paper but other distances can also be 

applied. This strategy also uses the similarity between the 

minority class and majority class to find the greatest 

distance between them as seen in Fig. 2. Then, majority 

class samples which high distance are selected to be 

balanced with minority class samples. 

The relationship between training set size and improper 

classification performance for imbalanced data sets seems to 

be that on small imbalanced data sets the minority class is 

poorly represented by an excessively reduced number of 

examples that might not be sufficient for learning. For larger 

data sets, the effect of these complicating factors seems to 

be reduced, as the minority class is better represented by a 

larger number of examples. 

III. CLASSIFICATION BY SAMPLING OF CLINICAL DATASETS 

A. Dataset 

Tests were carried out on a real live clinical data, and is a 

Heart Failure Dataset called “LIFELAB”. LIFELAB dataset 

[9-12] is dataset is a large repository of historical, and 

geographical covering generations of the same family and 

live clinical data. It’s a super set of SuperNova [13], 

TEN_HMS [14] and Heartcycle [15] datasets. In the paper a 

snap shot at a particular point of LIFELAB is used. It is 

composed of 60 features (variables), and 1,944 patients. 

Table I provides for further details of class distribution. The 

size of classes of target output, as shown in this table, is 

imbalanced.  

B. Sampling techniques for clinical datasets 

There is always in imbalance in real clinical datasets. The 

reason for this is that it is the norm that good (or alive) 

patients are more numerous than patients with ill-health (or 

dead). Thus, any framework for clinical datasets has to deal 

with this reality, there are two approaches that can be used, 

namely (a) over-sampling the minority class e.g. SMOTE, or 

(b) under sampling the majority class. 

1) Over-sampling by SMOTE: As mentioned above, over 

sampling is essentially a process of generating new samples 

given an imbalanced dataset. One approach is to simply 

replicate the minority class n-number of times so that there 

is no major or minor class. This paper uses a more 

systematic approach to select some exemplars from the 

minority class, and then select extra samples by using 

nearest neighbours; often this is 3 depending on the ratio of 

the classes.  

2) Under-sampling by the samples distance: Under-

sampling  used in this paper selects samples from the 

majority class (‘Alive’ class) that are furthest from the 

minority class (‘Dead’ class) This is done using a Pairwise 

distance measure between the two classes (‘Dead’ and 

‘Alive’ classes) of samples. For the purposes of this paper, 

the Euclidean distance measure has been used. However, if 

the data set was of a mixed type, other measures like the 

Mahalanobnis distance could be used. 

C. Building the classifiers 

The key to any algorithm within a data mining framework 

is its ability to provide correct information to the 

classification algorithms. In other words, the “goodness” of 

any methods for handling skews in classes, is judged on how 

well the resultant dataset is classified. The classifiers used to 

assess the performance are (a) Feed Forward Networks 

(MLPs) [16-18] (b) Radial Basis Function Networks 

(RBFN) [16] (c) Support Vector machines (SVMs) [19-21] 

Algorithm for SMOTE 

For each minority sample 

 Find its k-nearest minority neighbours 

 Randomly select q of these neighbours 

 Randomly generate synthetic samples along the lines joining 
the minority sample and its q selected neighbours (q depends 

on the amount of oversampling desired) 

 
 

 
Fig. 2: Under-sampling method 

 

                   

Algorithm for distance-based random under-sampling 

For sample data in majority class 

 Apply Euclidian distance for the samples of majority and 
minority 

 Select the samples by finding the largest distance between 

minority (  ) and majority      

 Randomly select data sample from majority class that tend to 

be balanced with minority data 

 
 

TABLE I 
TARGET CLASSES DISTRIBUTION ON LIFELAB 

No. of features 60 
No. of samples 1944 
Target output Mortality 
Class Alive Dead 
Frequency 1459 485 
Proportion 3 1 
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(d) Decision Trees (DT) [22] and (e) Random Forest (RF) 

[23, 24]. All of these methods are present in the software 

packages already mentioned. 

D. Assessment of the data mining process 

 For clinical datasets, apart from the ability to predict the 

correct class, what is crucial is the number of false positives 

and false negatives and the amount of redundant information 

present within the dataset. Thus, in the evaluation in this 

paper, is carried out using two types of metrics (1) 

classification accuracy and (2) redundancy rate. Here, 

redundancy rate is used for assessing the subset of features 

from different feature selection methods [25].  

Accuracy: Both Precision and Recall are used to assess the 

accuracy of the classifiers. These can be obtained from the 

data available in a confusion matrix. Both precision and 

recall are associated with false positives and false negatives. 

Thus for clinical datasets these two measure are significant 

[26, 27]. Two types of classification results are presented: 1) 

one with the 10-fold cross-validation and 2) a training set. 

The outcomes of classification which are used to form the 

confusion matrix are 
True positive (TP):  

A sample    is predicted to be in class   , and is actually in it.  

False positive (FP):  
A sample    is predicted to be in class   , but is actually not in it.  

True negative (TN):  
A sample    is not predicted to be in class   , and is actually not in it.  

False negative (FN):  
A sample    is not predicted to be in class   , but is actually in it.  

 

                        
  

         
              

                              
  

         
              

 

In this paper precision and recall are measured the 

effectiveness of subset of features from different feature 

selection schemes [26-29]. Any single performance 

indicator suffers the risk of not being suitable; Fig. 3 and 

Fig. 4 show that the relationship of performance indicators. 

Thus, we carefully used a confusion matrix to investigate 

and evaluate the performance of the classification. In 

medical diagnosis, the default assumption of equal 

misclassification costs underlying machine learning 

techniques is most likely violated. Precision is important 

that identified cases are true cases (high precision). A false 

negative prediction that is used for recall may have more 

serious consequences than a false positive prediction [30]. 

For example, consider prediction task, where we are 

predicting for patient who has a high probability of dead. 

Suppose that we are given a list of patients to classify as 

“relevant” or “non-relevant” for dead case, and then the cost 

of mistakenly assigning a relevant patient to the non-

relevant patient class depends on whether there are any other 

relevant patents that we have correctly classified. Recall 

tends to be neglected or averaged away in machine learning 

and computational linguistics where the focus is on how 

confident we can be in the rule or classifier [26]. 

Consequently, in this paper both precision and recall are 

evaluated. 

E. Results and discussions 

The results presented here illustrate the data mining 

methods for handling the clinical data complexities. Data 

were pre-processed for analysis and then explored to 

discover data characteristics.  

A set of initial benchmark results were obtained, using the 

‘Original’ data (unpre-processing data). Table II shows the 

accuracy of the different classifiers when used on the 

‘Original’ LIFELAB dataset, which consists of 60 variables, 

and contains missing values and imbalanced classes. From 

the results, it can be seen that the classifier based on the 

Random forest (RF) algorithm gives better accuracy than 

other classifiers, with more than 90% precision and recall 

for both classes. This is of course on the training set. RF is a 

versatile classification algorithm suited for the analysis of 

these large datasets and a suitable classification for clinical 

data [31-34] because RF classification models provide 

 

Fig. 3: Relationship of performance indicators 

TABLE II 
THE CLASSIFICATION ACCURACY OF DIFFERENT CLASSIFICATIONS 

USING ‘ORIGINAL’ LIFELAB DATASET 

Classifier Test option Class 
Original 

Precision Recall 

MLP 

Cross-
validation 

Dead 46.5 41.4 

Alive 81.2 84.2 

Training set 
Dead 98.7 93.4 

Alive 97.8 99.6 

RBFN 

Cross-
validation 

Dead 56.4 28 

Alive 79.5 92.8 

Training set 
Dead 57.9 30.1 

Alive 80 92.7 

SVM 

Cross-
validation 

Dead 68.4 32.6 

Alive 80.9 95 

Training set 
Dead 72.3 33.4 

Alive 81.2 95.8 

DT 

Cross-
validation 

Dead 43.4 36.1 

Alive 79.9 84.4 

Training set 
Dead 93.5 74 

Alive 91.9 98.3 

RF 

Cross-
validation 

Dead 61.2 23.1 

Alive 78.8 95.1 

Training set 
Dead 99.8 99.4 

Alive 99.8 99.9 
 

 

Fig. 4: The performance indicators on target class 
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information on the importance of variables for the 

classification, leading to its superior performance on high-

dimensional data [35, 36].  

On the other hand, when checked with cross validation it 

can be seen that the performance is not as good. For 

example RF, precision and recall with the RF algorithm 

drops to 61.2% and 23.1%, for the ‘Dead’ class, and is at 

78.8% and 95.1% for the ‘Alive’ class. A similar drop in 

precision and accuracy for all classes is exhibited by all the 

classifiers. For example SVM shows only a marginal 

improvement with precision of 68.4% and recall of 32.6% 

for the ‘Dead’ class, and 80.9% and 95% for the ‘Alive’ 

class. These differences are marginal at best. However, what 

is significant is that the accuracies associated with the 

‘Alive’ class are higher than those for the ‘Dead’ class, and 

also the recall values on the ‘Dead’ class are significantly 

lower than precision values. This indicates that the ‘Alive’ 

class is better learnt than the dead class. This is a result of 

the existence of a far greater number of ‘Alive’ samples than 

‘Dead’ samples. Hence, the data preparation is concerned in 

this research for any classification so missing values and 

imbalanced classes will be solved. 

Typically, the proportion of positive and negative cases in 

a dataset is not equal (usually there are many more negative 

cases (‘Alive’ in our instance) than positive cases (‘Dead’ 

class)). This imbalance affects the learning process [37]. 

There are two approaches which can be applied here namely 

over- and under-sampling. These two sampling approaches 

change the number of positive or negative cases in the 

dataset to balance their proportions; Table III shows the 

result of these two sampling methods. 

What is clear from the table is that both methods change 

the number of samples available. Over-sampling increases 

the ‘Dead’ class and thus increases the total number of 

sample, while under-sampling decreases the ‘Alive’ class 

sample and thus decreases the number of the total sample. It 

should be noted that under-sampling can result in the 

removal of important examples/exemplars from the dataset, 

whereas over-sampling can lead to overfitting [38]. 

According to previous studies [9-12, 39], the missing values 

issue is the one of vital problems e.g. class imbalanced, high 

dimensions, in this dataset, then SVMI [40] is used to be the 

representative for missing values imputation. SVMI would 

also be useful to attempt to find heuristics to characterize the 

data that would act as a guide for choosing the most 

appropriate imputation method [40, 41] and also it is 

recommended for the processing of clinical data [39, 42]. 

Given the performance of SVM based imputation, it is only 

natural to use this scheme for all future results and analysis. 

This method reflects the hidden information in the whole 

data in contrast to other methods, such as by assuming that 

the missing points are the same as their nearest neighbours, 

where local information is taken into account, resulting in 

bigger errors. [40]. It is also evident that the imputation 

scheme based on SVMs provides greater improvements in 

the performance of classification algorithms. 

From the results in Table IV it can be seen that that the 

recall values for the ‘Dead’ class are relatively low 

compared to the ‘Alive’ class. This could be the result of the 

presence of large amount of missing values and the 

imbalance of classes. Missing values could be compounding 

the class imbalance more for the dead class than the ‘Alive’ 

class. From both the tables (Tables II and IV) it can be seen 

TABLE III 
THE LIFELAB WITH DIFFERENT RESAMPLING METHODS 

 

Resampling No. of 

patient 

Class No. of patient 

Imbalanced 1944 
Alive 1459 

Dead 485 

Over-sampling 2429 
Alive 1459 

Dead 970 

Under-sampling 1009 
Alive 524 

Dead 485 

 

TABLE IV 

THE CLASSIFICATION ACCURACY ON IMBALANCED AND BALANCED DATA 

Data Classification 
Test 

option 
Class Precision Recall 

Im
b

al
an

ce
d
 

MLP 

Cross-
validation 

Dead 53.2 46.6 

Alive 82.9 86.4 

Training 

set 

Dead 96.1 81 

Alive 94 98.9 

RBFN 

Cross-

validation 

Dead 60.9 32.4 

Alive 80.5 93.1 

Training 

set 

Dead 63.4 32.2 

Alive 80.6 93.8 

SVM 

Cross-

validation 

Dead 68.9 36.1 

Alive 81.7 94.6 

Training 

set 

Dead 74.2 39.8 

Alive 82.7 95.4 

DT 

Cross-
validation 

Dead 55.9 53 

Alive 84.6 86.1 

Training 

set 

Dead 97.6 92.8 

Alive 97.6 99.2 

RF 

Cross-

validation 

Dead 69.3 56.3 

Alive 86.3 91.7 

Training 

set 

Dead 99.6 100 

Alive 100 99.9 

O
v

er
-s

am
p

li
n
g
 

MLP 

Cross-

validation 

Dead 70.2 70 

Alive 80.1 80.3 

Training 
set 

Dead 81 96.2 

Alive 97.1 85 

RBFN 

Cross-
validation 

Dead 67.2 66.8 

Alive 78 78.3 

Training 

set 

Dead 68.8 67.8 

Alive 78.8 79.6 

SVM 

Cross-

validation 

Dead 74.8 66.3 

Alive 79.2 85.1 

Training 

set 

Dead 76.6 67.5 

Alive 80 86.3 

DT 

Cross-

validation 

Dead 70 69.9 

Alive 80 80.1 

Training 
set 

Dead 97.8 98.2 

Alive 98.8 98.6 

RF 

Cross-
validation 

Dead 77.6 79.8 

Alive 86.3 84.6 

Training 

set 

Dead 100 99.9 

Alive 99.9 100 

U
n

d
er

-s
am

p
li

n
g
 

MLP 

Cross-

validation 

Dead 73 70.8 

Alive 69.5 71.8 

Training 

set 

Dead 98.3 98.1 

Alive 97.9 98.1 

RBFN 

Cross-

validation 

Dead 70.9 71 

Alive 68.6 68.5 

Training 
set 

Dead 74.8 71.8 

Alive 70.8 73.8 

SVM 

Cross-
validation 

Dead 73.9 74.6 

Alive 72.3 71.5 

Training 

set 

Dead 76.8 76.5 

Alive 74.7 75.1 

DT 

Cross-

validation 

Dead 74.4 75.4 

Alive 73 72 

Training 

set 

Dead 97.2 98.5 

Alive 98.3 96.9 

RF 

Cross-

validation 

Dead 75.3 82.6 

Alive 79 70.7 

Training 

set 

Dead 99.6 100 

Alive 100 99.6 
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that there is an improvement in accuracy when missing 

values are imputed. What can be seen within the details is 

that precision improves significantly but recall does not 

improve at the same level. It should be noted that 

“precision” is associated with false positive while “recall” is 

false negative classification, and thus for clinical application 

recall becomes important. Given the lack of a sufficient 

number of samples in this class, imputation can only 

improve it by small amounts.  

Table IV compares three different sets of results. The first 

set is the classification performance using the imbalanced 

dataset and the next two are based on the balancing 

approaches taken. It can be seen that balancing the classes 

greatly improves the performance of the algorithms. The key 

indicator of recall shows a significant improvement with all 

classification algorithms. Thus balancing of classes does 

lead to better performance in all indicators but shows 

significant improvement in the key indicators. For example, 

with the RF classification, precision on ‘Dead’ Class rises 

from 69.3% to 77.6% using oversampling, and 75.3% with 

under-sampling, while recall changes from 56.3% to 79.8% 

and 82.6%. However, this table also illustrates the issue of 

reducing dimensions before balancing is carried out. 

Although it can be argued that the variable set is not an 

optimal one; it is nevertheless one used by expert clinicians. 

What can be concluded is that both the sampling methods 

improve classification [43], since classifiers are often biased 

towards the majority class [44]. A key focus should be the 

effect of the individual strategy on rates of recall, and it can 

be seen that under-sampling provides marginally better 

recall rates. 

Fig. 5 represents the results of cross-validation of 

different classifiers from Table IV that comparing the 

precision and recall of different classifiers on imbalanced 

and balanced (over-sampling and under-sampling) data. The 

results illustrate that the balanced data after applying 

sampling methods, greatly improves the performance; 

especially recall (steep slopes) values. As a result, the 

sampling strategies were validated by comparison of 

different classifiers reveal that an under-sampling may be 

more suitable for clinical datasets, as it reduces the 

proportion of negative cases and keeps the positive cases, at 

the same time the error rates of minority class (positive 

case) are minimised.  

The graphs in Fig. 6 (a-b) and Fig. 7 (a-b) illustrate the 

above analysis further. These graphs show the changes to 

precision and recall, under three different conditions, 

namely: original data set, dataset with imputation and 

dataset with different sampling strategies. It can be seen that 

improvements are made progressively at each stage. It can 

be seen that there are sharp increases after sampling the data 

post imputation. Fig. 6 (a) and Fig. 7 (a) show that precision 

from both sampling have a slightly different improvement. 

Fig. 6 (b) and Fig. 7 (b) show that under-sampling provides 

improved marginally better recall rates than over-sampling. 

IV. CONCLUSIONS 

 A sampling strategy, which is applied, has to be such that 

reliable results are obtained, and is also, statistically 

representative of the full detail data.  This rules must be kept 

in mind for most datasets, more so for clinical datasets, 

where imbalance is factor and throwing away of valuable 

information is always possible when resampling the data. 

Imbalanced class is an issue that does occur naturally in 

clinical datasets. Resampling of data sampling is one way to 

deal with this problem and is essentially a process which 

enables the balancing of the proportions of majority and 

minority class in a dataset, such that they both have similar 

sizes in terms of number of samples in each class.  A key 

reason for this resampling is that most data mining and 

classification algorithms often show a strong bias towards 

the majority class, and for purposes of clinical applications a 

goal is to minimise the overall prediction error rate 

especially the minority class (positive case). The results 

presented in this paper showed that balancing the dataset, 

greatly improves the performance; especially recall 

(sensitivity) values. Indeed, the sampling strategies and the 

analysis of the previous section were further validated by 

comparison of different classifiers.  A conclusion is that as a 

strategy under-sampling may be more suitable for clinical 

datasets, as it reduces the proportion of negative cases and 

keeps the positive cases, at the same time the error rates of 

minority class (positive case) are minimized. It should be 

noted that the size of samples for each class should be big 

enough to contain the significant information whether or be 

not too small to represent the data. 
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