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Abstract—Inference is considered about the point in a
sequence of random variables at which the probability
distribution changes. In particular, we consider the case a
Poisson distribution with changing in parameter.
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I. INTRODUCTION

THe applications of change-point analysis are huge:
we find relevant literature in many fields including:

Biology, Chemistry, Environmental Sciences and Climate
Change, Engineering, Econometrics, Medicine, Behavioral
Sciences and also in Political Science, Finance, Image Anal-
ysis and Security.
When the observations reveal a phenomenon of change point,
it is useful to determine firstly the relevant models and also
to specify where the break occurs. The aim of this work is
to present a theoretical point of view different types of point
of change and to demonstrate the use of these models in an
application. The application concerns Poisson observations.
we apply the results to the data in [5] and [8], the data rep-
resent the number of haemolytic uraemic syndrome (HUS)
cases in Birmingham and Newcastle from 1970-1989.

II. STATISTICAL MODEL

The observed data are a sequence of random variables
X1, . . . , Xn that may change law after the first k observa-
tions. The time k (called the time of change-point), strictly
between 1 and n such that the observations X1, . . . , Xk are
independent and identically distributed according to a distri-
bution Pθ1 and observations Xk+1, . . . , Xn are independent
and identically distributed according to a distribution Pθ2 .
The model parameters are estimated from the likelihood
function (the maximum likelihood method). The parameter
estimates θ1 and θ2 will depend on the time k. In other
words, each time k we have a probability, thus estimate the
parameter k, we consider the function likelihood maximum.

III. MODEL FOR THE POISSON OBSERVATIONS

We consider the following model:{
X1, . . . , Xk ∼ P(λ)

Xk+1, . . . , Xn ∼ P(cλ)
(1)

where λ > 0 and c > 0.
In the following, we will note
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The log-Likelihood function is given by
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The maximum likelihood estimators λ̂ and ĉ is then
that value of λ and c that maximises ` defined in the
equation (3). They are determined by taking the partial
derivative of ` with respect to λ and c and setting it to zero.
We have

∂
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From the equation (4), we deduce the maximum likelihood
estimators λ̂ and ĉ,

λ̂ = Xk , ĉ =
X?

k

Xk

(5)

By injecting λ̂ and ĉ in equation (3), we obtain

R(k) = `(x, λ̂, ĉ, k)

= log
(∏n
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− sn + sk log(xk) + s?k log(X

?
k)

(6)

where sn = sk + s?k.

The maximum likelihood estimators k̂ is defined by,

k̂ = max
1<k<n−1

R(k). (7)

IV. SIMULATION RESULTS

In order to study the performance of the method, we
simulated a sample of size 500 and the values set λ = 5
, c = 2 and k = 150. The following figure show the results
obtained.
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Fig. 1. Graph of R(k), with the values estimator λ̂ = 5.198675, ĉ =
1.458383 and k̂ = 151.

TABLE I
COUNTS OF CASES OF HUS AT BIRMINGHAM AND NEWCASTLE.

Year Count at
Birming-
ham

Count
at
New-
cas-
tle

Year Count
at Birm-
ingham

Count
at
New-
castle

1970 1 6 1980 1 4

1971 5 1 1981 7 0

1972 3 0 1982 11 4

1973 2 0 1983 4 3

1974 2 2 1984 7 3

1975 1 0 1985 10 13

1976 0 1 1986 16 14

1977 0 8 1987 16 8

1978 2 4 1988 9 9

1979 1 1 1989 15 19

V. APPLICATIONS

In this section we apply the previous results to the data used
by [5] and [8]. The data represent the number of cases of
diarrhoea-associated haemolytic uraemic syndrome (HUS)
for the years 1970-1989, in two cities Birmingham and
Newcastle within the United Kingdom.

The following table displays the annual number of cases of
HUS collected in Birmingham and Newcastle of England,
respectively, from 1970 to 1989.

The following figures show R(k), for the Birmingham data
and Newcastle data ,based on k, the maximum is reached at
the point k̂ = 15 (year 1984).

Fig. 2. Graph of R(k)for the Birmingham data, with λ̂ = 2.066667 and
ĉ = 6.096774.

Fig. 3. Graph of R(k)for the Newcastle data, with λ̂ = 2.466667 and
ĉ = 5.108108.

VI. CONCLUSION

The method used in this work is very simple to implement
and particularly easy to program. In the application part, we
obtained the same results as [5] and [8] who used another
change point detection method.
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