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Abstract—The constant development of technologies around the globe has brought the big problem of data accumulation to different areas where data acquisition is necessary. This is where data mining algorithms come in handy. With the past of the years the need of a tool to process and utilize efficiently data has brought data mining techniques as a valuable resource that has been incorporated under applications like information systems, decision-making systems, intelligent systems, recommendation systems, and others. In this paper, we present a data mining class library (DMCL) that is currently been develop who incorporates techniques like clustering, fuzzy logic and decision-making algorithms. This group of techniques have been used in multiple applications found in literature making them easy to be compared with our implementation. Our main goal is to help programmers who build any type of decision making system needing the aid of a data processing tool easy to implement.

Index Terms—Data mining; Clustering, Fuzzy Inference Systems, Decision Making.

I. INTRODUCTION

In recent years, data mining techniques had been apply to a variety of problems from particular areas with a great acceptance. Its use in this areas helps in the discovering of characteristics in the mass data collection that they handle. Some of the areas that had been incorporating data mining techniques by the pass years are Engineering, Medicine, Finance and Science. The particular tasks of data mining techniques in those areas are knowledge extraction, data classification and data filtering [1]. Data mining has been used also as a part of decision making systems to help in task such decision-making, data processing, data management and others. The main reason this type of techniques have taking attention is because of the constant grow of data and the few applications that really takes advantage of it. The data storage have brought problems as retrieving information efficiently, discovering useful data and extracting knowledge, reason why data mining comes in handy for these particular tasks. [2].

A. Data mining

Data mining is a collection of techniques used as a subprocess of knowledge discovery in data bases (KDD) its main purpose is the extraction of useful data from particular sets. This collection of techniques has been applied in recent years because of the constant grow of data accumulation that the mentioned areas are generating [7].

B. Clustering Techniques

This group of techniques have by function forming and discovering groups based in similar characteristics. There are different classification criteria depending in how the data partitions are form [3]. Some of the basic clustering techniques based on partitions form are:

- Patitional: this clustering algorithms constructs $k$ partitions of a particular database of $n$ objects. It aims to minimize a particular objective function, such as sum of squared distances from the mean.
- Hierarchical: creates a hierarchical decomposition of the data, either agglomerative or divisive. Agglomerative decomposition treats each data as a different cluster the first time, then by iterative merge clusters creates new groups with same distance. Divisive decomposition uses the opposite way, start with data in a single cluster and iterative splits groups into smaller ones.
- Density-based clustering: cluster generation is made by incorporating a specific density object function, which is defined as a number of objects in a neighborhood.
- Grid-Based clustering: this type of algorithms focuses in spatial data. A grid divides the data in cells used to form clusters. It doesn't depend in the distance for determinate the characteristics of the data.
- Model-Based clustering: its aim is to find models that fits the input data. In some point they can be view as a density-based clustering, but they don't use the same principal, they only apply a part of it to determinate if the selected model satisfy the data. They normally starts with a predefined number of clusters.
- Categorical Data Clustering: this algorithms uses the data to determinate their behaviour.

The different clustering partitions approaches enables a great diversity of clustering algorithms [8]. Some of the best known clustering algorithms are:

1) K-means: Also known as the Hard c-means algorithm, aims to find clusters based in the similarity of the data. This similarity is determinate by calculating a distance from each data to a possible center of the cluster. This algorithm uses the Euclidian distance [10].

2) Gustafson-Kessel (GK): The GK algorithm has some differences with respect of the above. One of the characteristics is that employs the Mahalanobis distance, which adapts to the data so it can be able to cover more of it. The type of clusters this algorithm generates have an ellipsoidal shape
that helps with data dispersion. Incorporates an objective function as an stop condition [11].

3) Gath-Geva (GG): Is based in the GK algorithm. Its difference resides in the size and density of the cluster which is evaluated in this algorithm, the objective function is not used in this algorithm [9].

4) Fuzzy C-means (FCM): Is one of the most popular algorithms with a considerable amount of modifications reported in the literature. The main difference that has with the others algorithms is the use of a parameter to assign fuzziness to a determinate data. This helps in the group formation allowing that a single data could belong to multiple groups [12].

5) Subtractive: This algorithm uses ratios of acceptance and rejection to determinate if some data belong to a certain cluster. Its based in the mountain algorithm which uses grid-based clusters [13].

II. DECISION MAKING

A. Decision Tree

Decision trees have been used in many areas as a powerful tool in decision making systems, as a way to help the expert take the best decision that not only solves the problem but also solve it efficiently [5] [14]. Decision tree algorithms creates a collection of nodes strategy evaluated by a predictor attribute that finds the best ramification in order to separate data into more homogenes subgroups, it iterates until every data is classify. The whole process starts dividing the data into two sets. One is used for training and a second one for testing. Once the training data is given to the tree, it selects a root attribute; used to obtain the nodes that best classify the data until they hit the best attribute that matches the data. One of the most utilized decision tree algorithm is the iterative dichotomiser 3 (ID3) introduced by Quinlan in 1986. Years later the ID3 was upgraded to C4.5. There are different variations implemented of this two algorithms. These algorithms uses the information gain calculation in any single attribute in order to build decision tree.

1) ID3: This algorithm generates the node employing a top-down, greedy search of the data. The information gain calculation in this algorithm determinates the most valuable attribute that classifies better the given data. This function helps minimizing the tree levels [5].

2) C4.5: This algorithm was also develop by Ross Quinlan, who proposed it to overcome some limitations of the ID3 like the sensivity to sets with large number of values. In order to solve this, C4.5 uses a gain information ratio to evaluate the splitting attribute of each node.

B. Fuzzy Logic System

A Fuzzy Logic System (FLS) is a system that tries to handle data with some sort of uncertainty. As we could observe in the real world there does not exist a simple logic representation like 0 and 1 or true and false. For example in the real world when someone express about the weather, they could say less cold or much cooler these two expressions are know as linguistic variables, and not express a precise value, instead we have a degree of pertinence between 0 and 1. To change between a linguistic variable to a numeric value, we need some components called rules, so it can evaluate and process the input to determinate a single value for that linguistic variable. According to a set of rules, a fuzzifier could transform the linguistic variabes to a range between 0 and 1. An inference engine that will make the operations needed to obtain a single value for the system and finally an output process that will transform that fuzzy value into a real one [6] [15].

The basic FLS stucture process the crisp input transforming the data to fuzzy then process by the inference machine which has a set of rules. Once it ends processing, it sends the data to the output module where defussifies into a crisp output, the FLS structure can be observed in figure 1.

![FLS Structure](image)

**Fig. 1. FLS Structure**

There are two fuzzy model that we explore in the literature:

1) **Mamdani**: Was first introduced to control a steam engine and boiler. The input was a set of linguistic data obtained from humans expers. In this fuzzy model the inputs and outputs are all fuzzy sets. A typical fuzzy rule has the form:

\[ \text{if } x \text{ is } A \text{ and } y \text{ is } B \text{ then } z \text{ is } C \]

2) **Takagi-Sugeno-Kang (TSK)**: Proposed by Takagi, Sugeno and Kand in order to use fuzzy sets as inputs and a crisp function in the output. A typical fuzzy rule has the form:

\[ \text{if } x \text{ is } A \text{ and } y \text{ is } B \text{ then } z = f(x, y) \]

III. DATA MINING CLASS LIBRARY

DMCL is a library currently being develop as a solution in Microsoft C# language. The main purpose its to provide tools for data processing. The uses of this tools could be patter discovering, decision-making and classification. The current content of the library incorporates clustering techniques, FIS and decision making algorithms. Under clustering techniques we have K-means, GK, GG, FCM and subtractive, those are the more used and known techniques. For FIS we have Mamdani model and TSK model and for the decision-making we have incorporated the ID3 algorithm, which is one of the first decision tree techniques develop by Ross Quinlan. In the table I appears the techniques incorporated in this library and some of their application found in literature.

A. DMCL structure

The DMCL has a package structure, where it contains classes separated by type of algorithm. We have the statistics package who contains the decision tree classes 4. Also we
TABLE I
COLLECTION OF DATA MINING ALGORITHMS AND TASKS CONDUCTED FOUND IN LITERATURE

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>Task</th>
</tr>
</thead>
<tbody>
<tr>
<td>K-means</td>
<td>Classification of EEG signals</td>
</tr>
<tr>
<td>Gustafson-Kessel</td>
<td>Fuzzy rule extraction</td>
</tr>
<tr>
<td>Fuzzy C-Means</td>
<td>Fuzzy Partition</td>
</tr>
<tr>
<td>Subtractive</td>
<td>Preprocessing Data</td>
</tr>
<tr>
<td>Decision Trees (ID3 and C4.5)</td>
<td>Decision Making</td>
</tr>
<tr>
<td>Fuzzy Logic System (Mamdani and TSK)</td>
<td>Evaluation</td>
</tr>
</tbody>
</table>

have the FIS package where we contain the Mamdani and TSK fuzzy models 3 and we have other package in where it lies the hard and fuzzy package of clustering techniques 2. The library uses object oriented characteristics: heritage, encapsulation and polymorphism.

As we can see in the image above; we have for the clustering package a super class called Cluster and each technique inherits from it. The classes that inherits directly from it are fuzzy_clust and hard, each one in its own subpackage. The fuzzy_clust and hard are also super classes of the different type of algorithms implemented. We have a FIS package in where we have two classes each one implementing a fuzzy model. One implements the Mamdani fuzzy model and the second one implements TSK. Both uses the cluster class because this algorithms use clustering techniques in order to determine the approprited rules to work with the data provided. The fuzzy classes are based on a Java Library called JT2FIS [4]. And we also have the statistics subpackage in which we have the decision tree implementation the ID3 called DecisionTreeID3 and the classes TreeNode and Attribute which are used by the ID3 implementation.

Since we are using an objective oriented programming language, we can instance every algorithm that we would want to use in an application. Each algorithm has some particular parameters that can be change depending on the result we want to achieve. A code example of the algorithm K-means can be viewed in the listing 1.

```
Listing 1. Object-oriented coding example

//parameters
int K = 4;
X = matrix;
// K-means Algorithm object
Kmeans Km = new Kmeans (X, K);
Km.execute(); // Algorithm start
Km.V // getClusters
```
Another object included in DMCL is the FIS who can be instantiated as shown in the listing 2.

Listing 2. Object-oriented coding example of Fuzzy Inference System

```
// parameters
Input inputList = new Input();
Outpur outputList = new Outpur();
inputList.Add(inputs); // data vector
outputList.Add(outputs); // data vector
double uncertainty = 0.0;
// Clustering technique to determined // the model rules
FuzzyCMeans m = new FuzzyCMeans();
MamdaniFis genFis = new MamdaniFis(m);
// Fuzzy Model

// FIS instance
Mamdani fis =
genFis.generateMamdaniFisGaussUncertainty
MeanMemberFunction(inputList, outputList, uncertainty);

For the decision-making, we implemented the ID3 decision tree, a method that we can use to solve decision making problems. For this algorithm the syntax is 3. Since we are using recursivity in the principal method of the class we used the class TreeNode to a group the different ramification the tree will generate.

The dataset used in the below example was the Iris dataset.

Listing 3. Object-oriented coding example of Decision Tree

```
// parameters
// classes
String[] columns = new string[] { 
"Sepal_len", "Sepal_wid", 
"Petal_len", "Petal_wid", "class" };
// Possible outputs
String[] answer = new String[] { "1", ",2", "3" };
DecisionTreeID3() id3 = new
DecisionTreeID3();
// Data to be evaluated
DecisionTree.Attribute[] attribute =
new DecisionTree.Attribute[] { sl, 
sw, pl, pw }; // Data to train the Tree
DataTable samples =
id3.loadSamples(columns, data); // Passing the possible outputs of the Tree
id3.Answers = answer;
// Root generated for algorithm
TreeNode root = id3.start(samples, 
"class", attribute);
// Print Tree
id3.printNode(root, "");
```

IV. TEST CASES AND RESULTS

We tested the DMCL using well know benchmark datasets, to ensure that our results were correct. We compare the library algorithms with the Matlab® implementations.

We also wanted to see how efficient were our implementations comparing execution times with Matlab®.

A. Clustering Comparisons from Data Mining Library and Matlab®

The dataset used to test the K-means implementation was the cholesterol, which contains an input matrix of 21 spectral measurement of 264 blood samples. The clusters obtained from both implementations are shown in table II. Also we used the cholesterol dataset to test Fuzzy C-means and Subtractive algorithm, each can be viewed in table III and IV.

<table>
<thead>
<tr>
<th>Cluster #1</th>
<th>Cluster #2</th>
<th>Cluster #3</th>
</tr>
</thead>
<tbody>
<tr>
<td>Matlab®</td>
<td>0.3322</td>
<td>0.5235</td>
</tr>
<tr>
<td>0.3820</td>
<td>0.6057</td>
<td>0.2454</td>
</tr>
<tr>
<td>0.3725</td>
<td>0.5903</td>
<td>0.2389</td>
</tr>
<tr>
<td>0.3118</td>
<td>0.4896</td>
<td>0.2015</td>
</tr>
<tr>
<td>0.2612</td>
<td>0.3926</td>
<td>0.1736</td>
</tr>
<tr>
<td>DMCL</td>
<td>0.3322</td>
<td>0.5234</td>
</tr>
<tr>
<td>0.3820</td>
<td>0.6057</td>
<td>0.2454</td>
</tr>
<tr>
<td>0.3725</td>
<td>0.5903</td>
<td>0.2389</td>
</tr>
<tr>
<td>0.3117</td>
<td>0.4896</td>
<td>0.2014</td>
</tr>
<tr>
<td>0.2611</td>
<td>0.3926</td>
<td>0.1735</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Cluster #1</th>
<th>Cluster #2</th>
<th>Cluster #3</th>
</tr>
</thead>
<tbody>
<tr>
<td>Matlab®</td>
<td>0.3149</td>
<td>0.4434</td>
</tr>
<tr>
<td>0.3617</td>
<td>0.5120</td>
<td>0.2416</td>
</tr>
<tr>
<td>0.3525</td>
<td>0.4988</td>
<td>0.2382</td>
</tr>
<tr>
<td>0.2952</td>
<td>0.4150</td>
<td>0.1984</td>
</tr>
<tr>
<td>0.2489</td>
<td>0.3596</td>
<td>0.1708</td>
</tr>
<tr>
<td>DMCL</td>
<td>0.3148</td>
<td>0.4431</td>
</tr>
<tr>
<td>0.3615</td>
<td>0.5117</td>
<td>0.2415</td>
</tr>
<tr>
<td>0.3524</td>
<td>0.4985</td>
<td>0.2381</td>
</tr>
<tr>
<td>0.2950</td>
<td>0.4148</td>
<td>0.1983</td>
</tr>
<tr>
<td>0.2488</td>
<td>0.3394</td>
<td>0.1707</td>
</tr>
</tbody>
</table>

The decision tree was evaluated with the Iris dataset which contains data of iris flower classification, the dataset contains two matrices: the first one contains the 4 different attributes of the flower, sepal length and width and petal width and length of 150 flowers, the second one is a matrix of the 3 different classifications of the 150 flowers; the input data was...
separated into two matrices one of 4*100 to train the tree, and a 4*4 to query the tree in order to get the classification, we compared the result with the target matrix provided by the dataset. The result can be observed in table V and the data used to query and their classification can be observed in table VI.

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>Matlab® time (seconds)</th>
<th>DMCL time (seconds)</th>
</tr>
</thead>
<tbody>
<tr>
<td>K-means</td>
<td>0.03564</td>
<td>0.015944</td>
</tr>
<tr>
<td>Fuzzy C-means</td>
<td>0.29</td>
<td>0.48</td>
</tr>
<tr>
<td>Subtractive</td>
<td>0.11</td>
<td>1.74</td>
</tr>
</tbody>
</table>

V. CONCLUSION

We presented the DMCL developed in C# language as an alternative to help on a variety of intelligent applications like patterns discovering, knowledge discovering, decision-making, data filtering and many others. We believe that by making the library accessible as a group of web services, the applications will only need to handle the inputs and the result of the invoked algorithm. We tested the DMCL using benchmarks dataset comparing our result against Matlab® which had the algorithms already incorporated. From the comparisons, we found that our results were basically the same, showing that the implementation is correct.

As a future work, we want to add more algorithms to the library, to perfect some mathematical implementations in order to apply them to the algorithms. Use other benchmark data sets to test the algorithms.
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