
 

 

Abstract— Mitigating routing misbehavior due to insider 

attacks in Delay Tolerant Networks is very crucial as Delay 

Tolerant Networks (DTNs) are deployed in battlefield 

environments and emergency situations to provide critical 

services. The effect of insider attacks cannot be tackled with 

traditional approaches as DTN characteristics are different 

from ad hoc and other wireless networks, wherein connectivity 

among mobile nodes is not always guaranteed.  In this paper, 

we propose a solution to mitigate Black Hole(BH) attacks in 

DTNs by segregating the simple information like sent and 

received packets to and from multiple nodes. We evaluated our 

approach through OMNeT++ simulation using Random Way 

Point model. Our results show that our approach can mitigate 

black hole attacks efficiently with high detection rate. 

 
Index Terms— Black Hole attacks, Routing Misbehavior, 

Opportunistic Routing, Delay-Tolerant Networks, 

Intermittently Connected Mobile networks, Delay Disruption 

Networks, Socially Aware Opportunistic Routing 

I. INTRODUCTION 

nlike Traditional networks, Delay Tolerant Networks 

(DTNs) are wireless networks where fully connected 

path is unlikely to exit between source & destination all 

the time. They are also referred to as Intermittently 

Connected Mobile Networks or Delay Disruption Networks 

where routing is decided in an opportunistic fashion for 

message delivery and nodes in these networks use store-

carry and -forward strategy to route the messages. Due to the 

mobility of most of the nodes in DTNs, network connectivity 

is achieved by nodes using contact opportunism i.e., only 

when these nodes come into the transmission ranges of each 

other. If a node has a copy of the message to forward and is 

not connected to another node, it stores the message and 

carries it until a suitable contact opportunity arises. DTNs 

cover a class of highly partitioned networks that suffer from 

frequent dis-connectivity & long delay which include 

wireless sensor networks using scheduled intermittent 

connectivity, terrestrial wireless networks with no end-to-

end connectivity, satellite networks with long delay or 

periodic connectivity, underwater acoustic networks with 

frequent interruptions, military networks, vehicular ad hoc 
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networks, etc. Dynamic Change in network topology and 

lack of end-to-end connectivity pose a number of routing 

challenges for Delay Tolerant Networks. Several routing 

algorithms have been proposed in the literature for DTNs to 

guarantee messages delivery even in the presence of network 

partitions. Some of the major classes of DTN routing 

algorithms are Epidemic based, Probability based and Social 

Structure-aware based routing approaches. In Epidemic -

based methods, multiple copies of the same message is 

transmitted with the hope that at least one reaches the 

destination. In probability based approaches, the sender 

forwards the message to the node having the highest 

probability of successful message delivery. In social 

structure-aware routing algorithms, message exchanges 

between nodes are performed considering the social 

relations of nodes. 

Mitigating routing misbehavior in Delay Tolerant 

Networks has been an active area of research. Routing 

misbehavior can be caused by malicious nodes (e.g. Black 

hole nodes) that drop packets intentionally or modify the 

packets to launch insider attacks or Selfish nodes that try to 

conserve its own resources by refusing to cooperate in 

packet forwarding for others. Malicious and selfish 

behaviors of nodes will significantly reduce the packet 

delivery rate and thus pose a serious threat against the 

network performance of DTNs. The Black hole (BH) node is 

a malicious node that involves in routing path during route 

discovery by announcing that it has the best route to the 

destination and drop packets during data transmission. 

Whenever a node wants to send data to the destination, it 

will send route request(rreq) to its neighbors. The neighbor 

which has better metric than the sender will send the route 

reply(rrep) to the sender. The sender will select the best one 

from all the rreps and send the data to that particular 

neighbor. A black hole node will receive the route request 

packets and sends the reply by keeping best metric in route 

reply to the destination. As it announces the best metric, it is 

obvious that the black hole will be selected as the next node. 

After receiving the data, it will not generate the route request 

and it will not forward packets. Further, it will simply drop 

the packets. The solutions that work well for ad hoc 

networks will not work for DTNs as they have different 

network characteristics [1] compared to ad hoc networks. 

Average number of neighbors of any node in DTN is less 

compared to that of the ad hoc networks. In this paper, we 

are proposing an approach for mitigating Black hole Attacks 

in Socially Aware multiphase opportunistic routing proposed 

in [2]. Our proposed approach to mitigate black hole attacks 

is an enhancement to packet exchange recording method [3]. 

When compared to packet exchange recording, our method 

will detect black holes within less time because the tables are 

propagated through beacons. Moreover, number of times the 
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black hole detected is also more than the packet exchange 

recording. 

The rest of the paper is organized as follows. In 

Section II, we present some of the previous work related to 

black hole attacks in opportunistic networks. Section III 

presents our proposed approach for mitigating both passive 

and active black hole attacks in opportunistic routing for 

DTNs. The simulation setup, network performance before 

and after the presence of both passive and active black hole 

nodes without and with the application of our mitigation 

approach are presented in the Results and Discussion 

Section IV, followed by Concluding remarks in section V.  

II. RELATED WORK 

In this section, we present some of the previous work related 

to black hole attacks in opportunistic networks.  

In packet exchange recording [3], when any two nodes 

meet each node will generate 2 tables one for itself called as 

SRT (Self Record Table) and the second table RRT 

(Receiving Record Table) for storing in the other node that it 

will send it to the other node. For example, when 2 nodes A 

and B meet, node B generates a packet record that will be 

stored in RRT of node A with the following information - 

ids of node A and node B, number of receiving packets from 

node B, number of sent packets to node B, current time 

stamp. The node B signs this record with its private key. 

Similarly, node A will generate a packet record that will be 

stored in RRT of node B. The node A signs this record with 

its private key. RRT of B contains the following 

information- ids of node A and node B, number of receiving 

packets from node A, number of sent packets to node A, 

current time stamp. Whenever a node meets other node, it 

stores id of other node and Encountering time in its SRT. 

When node A encounters node B, node A requests node Bs 

RRT, with that node A calculates packet forwarding 

percentage of node B. With that value, A can decide whether 

to select node B as next hop or not. To exhibit better ratio, 

node B can drop some of the entries of RRT. Node A can 

detect this by comparing the entries of RRT with its own 

SRT and RRT. But node A can detect this situation only if B 

deletes the entries of node A (when node B meets with node 

A, node A will store record in Bs RRT). If it is the first time 

that node B is meeting node A then it will not have an entry 

regarding node A and always it may not be the case that in 

the deleted list of B node A entry will be there.  

In [4] the authors explored the issue of selective dropping. 

In this some nodes are being used as trusted nodes to 

monitor their neighbors. This method will not be applicable 

to DTNs as each node will not have enough neighbors to 

monitor. In [5], the authors introduced the periodically 

available trusted authorities depending on previous routing 

patterns and probabilistic checking. In [6] the behavior of 

the node is found out by collecting the information from 

neighboring nodes and combined faith value is calculated. 

Depending on this value, the node is treated as valid or 

invalid. [7] Proposes that nodes encounter probability is not 

an appropriate measure of the nodes delivery probability. 

They proposed a trust based frame work to evaluate nodes 

delivery probability.  

In [8] authors propose a cluster based detection scheme 

where one of the nodes of the cluster is elected as cluster 

head, it has to listen to its neighbors and by comparing the 

gathered information with predefined metrics, it will detect 

the abnormality. But in sparse DTNs, number of neighbors a 

node can detect is very less.  

A ferry based detection method (FBIDM)[9] is proposed 

on the concept of trusted examiner which is called as ferry 

node. Each ferry node will gather the information about its 

associated neighbors and is responsible for finding the 

abnormality. But in this method delivery probability 

calculation does not include the transitive property. 

MUTON [10] proposes an improved ferry based detection 

method which includes transitive delivery probability. 

However, the usage of ferry nodes incurs additional 

overhead on the network. [11] uses contact history by using 

encounter tickets to find out the abnormality. But they have 

not proposed any solution for packet dropping in black hole 

attacks.  

III. PROPOSED APPROACH 

In this section, we propose a solution to mitigate black 

hole attack in opportunistic routing that uses between-ness 

[12] as metric. Mitigating approach for tackling black hole 

attacks can be considered as dealing with passive and active 

nature of BH nodes. Passive black hole is a compromised 

node that would not change the metrics i.e. it does not attract 

the senders, if selected it will receive the data but it will not 

send it further. Active black hole means it actively 

participates i.e. it will change its metric to high value and 

attracts the sender. There will be more data loss with active 

black hole than passive black hole. For providing solution to 

either passive or active nature of black hole attacks, our 

method maintains Sent Table (ST) and Receive Table(RT) at 

each node. Sent Table and Receive Table store the number 

of packets sent by the particular node to other nodes and the 

number of packets received by the node from other nodes 

respectively. For example, node A has received 3 packets 

from node B, 2 from node C, 5 packets from node D and 

node A has sent 4 packets to node B, 3 packets to E then the 

ST and RT will be as shown in table 1.1 and table 1.2.  
 

  Table 1.1. Node A Sent Table      Table  1.2 Node A Receive Table 
Node Id Sent Packets  Node Id Received Packets 

B 4 B 3 

C 0 C 2 

D 0 D 5 

E 3 E 0 

 

 

Whenever a node sends or receives a packets, it will 

update the ST and RT. These ST and RTs will be exchanged 

by beacons. Each node will store other nodes’ STs and RTs 

along with its own ST and RT. When a node wants to send 

the route reply (rrep), it has to send its ST and RT along 

with the rrep. The sender will receive the rrep, ST and RT 

table of the rrep sending node. After receiving, the node will 

check incoming ST with RT of the corresponding node in 

master SRT(Send Receive Table)  and incoming RT with ST 

of the corresponding node in the master SRT table. 

A. Approach for Passive Black Hole Attacks 

Solution for passive black hole is simple compared to that 

of active. As the node is not going to change the metric and 

its tables ST and RT, we can check whether the node has 
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sent any packets by looking at sent table.  The sender will 

get the data about sent table and receive table from route 

reply. Tables in the route reply provide sufficient 

information to check whether the replying node is BH or not. 

So there is no need to load the ST and RT tables of the 

beacon messages in to network SRT. The sender node which 

receives the rrep will check whether the replying node sent 

table and receive table have some entries. Table 2 provides 

different cases of solution and conclusions that can be made 

from the sent table and receive table of the replying nodes. 
 

Table 2: Different Cases of Solution 

Cases Sent and received 

tables in rrep packet 

Conclusion made at the 

receiver of rrep 

Case1 Size of sent table > 0 

and size of receive 

table>0 

It resembles that node has 

sent some packets to other 

nodes, replying node not 

treated as BH. 

Case2 Size of receive table=0 

and size of sent table 

=0: 

It indicates that it has no 

packets to send so we 

cannot decide whether 

replying node is a BH or 

not. 

Case3 Size of receive table>0 

and size of sent table=0    

 In this the node has 

received the packets but it 

has not sent those packets 

there may be 2 reasons it 

may be a BH or it has not 

found any node that has 

better metric. 

Case4 size of receive table=0  

and size of sent table>0 

 not possible 

 

In the first case of solution, sender will not send packets if 

the sent table of replying node has no entries and if received 

table has some entries. We may have more false positives, 

that is normal node can be detected as black hole. If the 

replying node is not a BH and it is trying to find a better 

relay then also it will be detected as BH. If the received table 

size=0 then we are treating that node as a normal node as we 

do not have sufficient info to judge the node, here we may 

have true negatives, that is, a BH node can be treated as a 

normal node. For reducing false positives, we are 

implementing a timer based mechanism where we note the 

time at which the replying node has stored the packets in the 

receive table, from that time we will keep some time limit till 

that time limit that node cannot be treated as BH. If after the 

time limit also, no entries are in the sent table then we treat 

that node as BH. For reducing true negatives, only option 

available is we have to wait until the node receives some 

packets. 

B. Approach for Active Black Hole Attacks 

In the case of active black hole, route reply sending node 

will modify its metric, i.e., number of packets sent or 

received in sent table and or received table. That is, even if it 

has not sent any packets it will add some entries in the sent 

table to resemble that it is not a BH. Now the sender or rrep 

receiving node will not be able to judge the replying node by 

examining its information. In order to find out whether the 

entries in the ST and RT of the replying node are genuine, 

the sender will take the information from other nodes by 

using beacons. That is, the sender will store the ST and RT 

of the nodes which it encountered recently using beacons. If 

these nodes also encountered the replying node, they will 

have corresponding entries in their tables. These tables will 

be cross checked with ST and RT of the replying node at the 

sender. If any mismatch is found then we can decide that the 

replying node is a BH. So this method requires that every 

node has to put ST and RT as part of beacon massages as 

well as rreps.  

 
Figure 1.    Example Network 

 

Table 3:    Node 1     ST and RT 

Node Id Sent Packets  Node Id Received Packets 

B 5 B 0 

2 3 2 2 

3 2 3 4 

Table 4:   Node B    ST and RT 
Node Id Sent Packets  Node Id Received Packets 

2 4 2 0 

1 0 1 0 

3 0 3 2 

Table 5:   Node 2     ST and RT 
Node Id Sent Packets  Node Id Received Packets 

B 0 B 0 

1 5 1 3 

3 2 3 5 

 

For example, consider the figure1, node S is the sending 

node, nodes 1, B and 2 are its neighbors. Node S will send 

the rreq to 1, B and 2. As node B is the black hole node, it 

will send the rrep (by keeping better metric), its ST and RT 

to node S. But as the node B is a black hole node, it will 

have zero number of packets in its sent table, which 

indicates that it will not be selected as next hop. 

 

In order for the node to be not detected as BH, node B can 

modify its ST and RT in 2 ways. 

 

 To increase number of sent packets, Node B can 

modify its number of sent packets by keeping some value 

even though it has not sent any packets.  

    The change of sent packets can be handled at S node 

by comparing the sent column of ST of node B with 

received column of other nodes RTs which it received 

through beacons. For example, considering the figure1 

and table4, node B has shown in its sent table that it has 

sent 4 packets to node 2. Where as in table 5, the 

received RT of node 2 it has shown that node 2 has 

received 0 packets from node B, here we can decide that 
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node B is BH. 

 To decrease the number of received packets, it can modify 

the number of received packets to 0, even though it has 

received packets from other node so that it can pretend 

that it has not received any packets, that’s why it has not 

sent any packets.           

 The change of received packets can be handled by 

comparing replying node RT entries with entries of other 

ST which it received using beacons. For example, 

considering table 4, if node B modifies the number of 

received packets from node 1 to 0, it can be found out by 

comparing the sent column of node 1(table 3) that has 

node id B, which shows that it has sent 5 packets to node 

B so we can decide that node B has modified the 

received table and we can conclude that node B is BH.  

 

The process flow of the proposed solution is depicted in 

figure 2. 

 

 

Fig. 2   Process flow of the Proposed Solution 

 

C. Opportunistic Routing Protocol Used 

 

In this work, we have applied our approach of mitigating 

Black Hole attacks to SAMPhO[2]-Socially Aware Multi 

Phase Opportunistic routing with Radom way point mobility 

model. The working principle of SAMPhO can be described 

in terms of phases. A phase in the opportunistic routing 

procedure is defined by the different social conditions in the 

carrier’s physical neighborhood.  

 

The phases of Opportunistic routing procedure are : 

- Contemporary ad-hoc delivery phase. 

- Centrality-based forwarding phase 

- Copy spreading phase. 

- Probability-based forwarding phase. 

 

  Contemporary ad-hoc delivery phase – In this phase, the 

immediate delivery of a message is achieved through an 

existing path using ad-hoc routing mechanisms.  

 

 Centrality-based forwarding phase - This phase is used 

when the destination is not reachable by the source and 

no social information exists with the neighbors which 

means that the destination is far. In this phase, the 

messages should be routed using global centrality metrics 

(e.g. betweenness). 

 
 Copy spreading phase - In order to detect the destination, 

a network of central nodes is required to spread the 

message throughout the whole network.  Central nodes 

copy messages between them thereby trying to detect the 

destination. 

 

 Probability-based forwarding phase - After destination is 

detected by one of the central carriers, messages can be 

forwarded according to the node which has the higher 

probability of contacting the destination.  

 

As evident in [2], these phases do not occur always in an 

ordered fashion, but can appear interchangeably and 

multiple times. In many cases, a message does not need to 

pass from all of these phases to be delivered. For example, a 

packet can fall from the centrality-based forwarding stage 

straight to the probability-based forwarding. 

IV. RESULTS AND DISCUSSION 

A. Simulation Setup 

The system was implemented using the OMNET++ 

simulator and the INET/MANET frameworks. The 

simulations involve a network of 30 nodes.  The total 

duration of the simulation was 42200 seconds. The 

simulation area was 4km × 4km. Each node is randomly 

placed into the grid. Nodes start transmitting messages to 

random destination during the [35000,38000] simulation 

time interval, with an approximate rate of 36 messages per 

hour. That is, for every tm seconds node transmits one 

packet. After a specific point in time Tstart, each node begins 

to generate messages every Tm seconds towards random 

destinations. This traffic generation model simulates a 

distributed mobile social network application. The message 

generation process stops at Tstop, while the packet size is set 

to 1KB. All simulation parameters are shown in table 6. 

 

Table 6. Simulation Parameters 

Simulation 

Parameter 

Variable value 

Simulation time 42200 secs 

tstart 35000th sec 

tstop 38000th sec 

Simulation area 4km × 4km 

tmessage 60 secs 

No of nodes 30 

Packet size 1KB 

Mobility model Random 

Waypoint  
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In this work, we have applied our approach of mitigating 

Black Hole attacks to SAMPhO: Socially Aware Multi 

Phase Opportunistic routing with Radom way point mobility 

model. 

 

B. Simulation Results of Passive Black Hole Nodes 

 

Network performance before the presence of passive 

Black Holes 

 

 

Under normal operation, no node is a black hole and every 

node is functioning normally. In this simulation scenario, the 

total number of received packets of all nodes is 440 as 

shown in figure 2. 

 

 

 
Fig 2: Total no. of Received Packets of Randomly selected Destinations 

 

 

Network performance after the presence of 5 passive 

Black Holes  without the mitigation approach 

 

 

As these 5 BHs will not forward the packets further, the total 

no of packets received by all nodes reduces to 224 as shown 

in figure 3. 

 

 

 
Fig 3: Total no of received packets of randomly selected destination after 5  

          randomly selected destinations act as Black holes 

 

 

Network Performance after the presence of 5 passive BH 

nodes with the Mitigation Approach applied 

 

 
Fig. 4: Total no. of received packets of randomly selected destination after 

5 randomly selected destinations act as Black holes with the 

Mitigation Approach 

 

With the proposed Mitigation approach applied to 

Network with 5 nodes acting as passive BH nodes, the total 

number of packets received improves to 274 as shown in 

figure 4. The results obtained shows that there is a 

significant improvement with the proposed Mitigation 

Approach. If we observe the results of figure 3, that is, 

without the approach, the total number of received packets 

by all nodes is 224. Considering figure 4, which shows the 

results after the passive BH mitigation, there is an 

improvement of 50 packets in the total number of received 

packets.  

 

C. Simulation Results of Active Black Hole Nodes 

 

Network Performance after presence of 5 active BH 

without the mitigation approach   

 

 

The total number of packets received at the destination is 

less compared to the presence of passive BHs. Because 

always BH node will be selected as the next node as it shows 

the better metric. Whereas passive BH does not show the 

better metric. As shown in figure 5, the presence of 5 

random active BHs reduces the total number of packets 

received from 440 to 152.  

 

 
Fig 5: The Total no of received packets of randomly selected destination 

after 5 randomly selected destinations act as active black holes. 
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Network Performance after the presence of 5 active BH 

nodes with the Mitigation Approach applied 

 

As shown in figure 6, with the proposed Mitigation approach 

after 5 nodes acting as active Black Holes, the total no of 

packets received improves to 238.  

 

 

 
Fig. 6: Total no of received packets of randomly selected destination after 5  

randomly selected destinations acting as Black holes with   

Mitigation Approach Applied. 

 

 

With the proposed Mitigation approach applied to 

Network with 5 nodes acting as active BH nodes, the total 

number of packets received improves to 238 as shown in 

figure 6. The results obtained shows that there is a 

significant improvement with the proposed Mitigation 

Approach. If we observe the results of figure 5, that is, 

without the approach, the total number of received packets 

by all nodes is 152. Considering the figure 6, which shows 

the results after the active BH mitigation, there is an 

improvement of 86 packets in the total number of received 

packets.  
 

 

V. CONCLUSION 

In this paper, an approach for mitigating black hole 

attacks in socially aware multiphase opportunistic routing 

for Delay Tolerant Networks is presented. Our proposed 

approach to mitigate black hole attacks is an enhancement to 

the packet exchange recording method. When compared to 

the packet exchange recording, our method will detect black 

holes within less time because the tables are propagated 

through beacons. Number of times the black hole detected is 

also more than the packet exchange recording because in 

packet exchange recording the sender will compare only 

with its ST and RT where as in our method the rrep sending 

node’s ST and RT are compared with multiple nodes’ STs 

and RTs. With this analysis, we can conclude that our 

method performs better than packet exchange recording.  

Further, our future work includes investigation of number of 

true negatives and false positives in the solution and to 

propose suitable mechanisms to improve the mitigation 

process.   
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