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Abstract—The COVID-19 pandemic has brought dramatic
changes in human beings’ habits. One of these major changes
is the increase use of credit card. Online shopping has become
necessary to satisfy customers’ needs during the pandemic.
However, this kind of shopping opened a new way to hack
information. Several research studies have focused on automatic
and real-time online credit card fraud detection. In this context,
machine learning (ML) techniques have played a considerable
part in these studies, thanks to their characteristics that provide
a model capable of detecting fraudulent transactions. This
article aims to design a hybrid model for credit card fraud
detection. Our hybrid solution combines the Support Vector
Data Description (SVDD) and the Particle Swarm Optimization
(PSO). For instance, SVDD is known by a random choice of
two parameters, ¢ and o, which contribute to its efficiency. The
proposed model uses the PSO algorithm, known by its speed,
to find an optimal solution to optimize these two parameters
to obtain better accuracy. Simulation results of real datasets
indicate SVDD-PSO’s performance compared to other machine
learning techniques.

Index Terms—Metaheuristics, Particle Swarm Optimization,
Machine Learning, Support Vector Machine, Support Vector
Data Description, Credit Card Fraud Detection.

I. INTRODUCTION

LOBAL e-commerce volumes have increased during

the COVID-19 pandemic. Indeed, electronic credit card
transactions have become a daily reality. However, the rapid
growth in credit card transactions has led to an unfortunate
increase in fraud cases [1]. As reported by Julie Conroy
[2], a research director for Aite Group’s fraud and anti-
money laundering practice said, "Our estimate was that
at the end of 2020, the US was seeing about 11 billion
worth of losses due to credit card fraud". These fraudulent
transactions committed by the third party can affect bank-
customer relationships and result in financial losses for both
parties. The purpose of credit card fraud is to obtain money
or make payments without the owner’s permission. This
involves the illegal use of the card or card information
without the owner’s authorization.
Consequently, it has taken multiple steps toward preventing
credit card fraud by different actors. On the other hand,
ML techniques have offered practical algorithms for auto-
matic credit card fraud detection. Various models have been
provided, which divided into three categories: supervised,
unsupervised, and semi-supervised techniques [3], [4], [5],
(61, [71, (81, [9].
Supervised techniques focus on studying different past trans-
actions, which are reported by the cardholder or credit card
company, to predict whether any new transaction is fraud or
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not. This technique requires a labeled dataset as fraud and
non-fraud observations [10], [11]. For instance, the authors in
[13] provided a comparison of some established supervised
learning algorithms to differentiate between genuine and
fraudulent transactions. Another contribution evaluated the
performance assessment of an imbalanced dataset by using
supervised ML algorithms to identify the most delicate
mechanism for the recognition of credit card scams [14].
In [15] the authors studied the comparison between different
classifiers based on Random Forest, SVM, Decision Tree,
logistics regression and oversampling by using SMOTE
technique for fraud detection. Then, a comparative study on
credit card fraud detection based on different SVM proposed
in [16]. Finally, the authors in [17] presented Financial Fraud
Detection using Deep SVDD.

Unsupervised techniques require an organization of unla-
beled data into similarity groups called clusters. They rely on
the assumption that outliers are fraud transactions. Clustering
allows the identification of different data distributions for
which different predictive models should be used [10],[18].
For example, the authors in [19] evaluated the performance
of three unsupervised machine learning algorithms namely
Local Outlier Factor, Isolation Forest Algorithm and K-
means clustering on imbalanced credit card fraud data. More-
over, in [20] the authors presented a survey on unsupervised
algorithms for Fraud Detection on the available sample
of Bitcoin dataset. Finally, the authors in [21] evaluated
the performance of the isolated forest algorithm for fraud
detection in health care systems.

Semi-supervised ones combine the previous approaches to
take advantage of learning past illegal transactions and
applying unsupervised techniques to detect new transaction
behavior. For example, in [23] the authors presented a hybrid
technique that combines different machine learning tech-
niques such as support vector machine (SVM), multilayer
perceptron (MLP), random forest regression, autoencoder
and isolation forest in order to detect fraudulent transactions
in credit card. In [24] the authors combined semi-supervised
learning and AutoEncoders to identify fraudulent credit
card transactions. Then, the authors in [25] presented semi-
supervised anomaly detection algorithms with a comparative
summary.

Motivated by these contributions, this paper presents a hy-
brid machine learning model. In particular, we examine the
benefits of combining the PSO and the SVDD for building
a reliable credit card fraud detection model. The structure of
the paper is as follows. In the next section, we will recall
the algorithms used in the experiment. Then, the proposed
method is outlined. In section 3, we evaluate our proposed
model on real datasets. Finally, conclusions and future work
directions are presented.
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II. METHODS

This section describes the algorithms used in this article:
Support Vector machines (SVM) [26], SVDD [27] and PSO
[28], [29].

A. Support Vector machines

Support Vector Machine (SVM) was first introduced by
Boser, Guyon, and Vapnik to get a better solution to decision
boundary [26]. In other words, SVM is able to separate
data into two classes or groups. Also, it has been an active
research area in many fields [41], [42], [43], [48]. So the
purpose of this technique is to find the best linear classifier,
called Hyperplane that separates two or more groups with
a maximum margin between decision classes. This margin
is defined by training examples called Support Vectors,as
showed in Figure 1.
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where, d is the degree of polynomial function.
Linear function:

K (wi, ;) = (z:".x;) (6)

These parameters should be correctly and carefully chosen
as it defines the structure of the high dimensional feature
space ¢(x) and thus controls the complexity of the solution.

B. Support Vector Data Description

Support Vector Data Description has been introduced by
Tax and Duin to address the problem of anomaly detection
[27], which is inspired by the Support Vector Classifier[26].
The basic idea of SVDD is to determine the smallest sphere
around a given data points to find the positive target inside
the sphere in feature space as show in Figure 2. And, all data
points those are outside the hyper-sphere are considered as
outliers (negative target).

support vectors

center SVDD decsion boundary

Figure 1: Principle of the SVM classifier.

For data represented as {z;, i = 1,2,..., N} The Hyper-
plane is defined using the following equation:

fz)=wz+b €))

Where w is the normal vector to the hyperplane. If f(z) >0
then z is in class 1 otherwise it is in class -1. The optimal
hyperplane that separates classes with a maximum margin is
found by minimizing the following equation:

o1 2 !
Mm§|\w\| +CZ¢:1&

Subject to yz(waZ + b) > 1-— 51 . 67, > 0

Where C' is a regularization parameter that determines
the trade-off between maximum margin and the minimum
classification error &; is called slack variable. In some cases
where the classes are not linearly separable they can be
represented in a larger dimensional space using a technique
call kernel trick, the kernel function is represented as follows:

K (zi, ;) = (i) o(x;) (3)

Different kernel functions are used as mentioned below. The
equation of these Kernel functions are as follows:
Radial basis function:

2|2 /202
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where o is the band-width of the Gaussian Radial basis
kernel.
Polynomial function:

K (aci,acj) = (aczz,’] + 1)d )
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Figure 2: Principle of the SVDD classifier.

In other words, the distance from x; to the center g should
be strictly smaller than the minimum radius R otherwise
should be penalized. So that, a slack variable &; has been
introduced and the formulation leads to the following opti-
mization problem:

F(Ra)=R'+CY & )
With:

Hmi_a|‘2 §R2+£’L: i:1727"'7n (8)

The parameter C controls the trade-off between the size of
the hyper-sphere and the number of target points located
outside the sphere. For example, a test sample z is considered
as a positive target within the hyper-sphere when the distance
is smaller than or equal to the radius R:

Iz = gll* = (2-2) —QZai(z.wi) + Zaiaj (ziz;) < R* (9)
i i,

Also, the inner (z;, x;) can be replaced by a kernel function
K(x;,x;). This procedure defines the feature space and
generates a decision boundary for input data points. Using the
kernel reduces the complexity of the optimization problem
that now only depends on the input space instead of the
feature space. The current study aims to implement only three
main SVDD kernel functions types which are Polynomial,
Linear and Radial basis kernel functions.
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C. Farticle Swarm Optimization III. THE PROPOSED MODEL

PSO is a nature inspired algorithm that optimizes itera- All the techniques mentioned above have proposed solu-
tively a problem to improve a candidate solution with regard ~tions for fraud detection during the last decade. However, it
to a given measure of quality [28],[29]. It PSO is initially ~still requires more contributions to provide a model capable
developed by Russell Eberhart and James Kennedy and in to produce satisfied performance at the level of hyper-
1995 to describe the social behavior of birds and fish, it Pparameter initialization. Indeed, the effectiveness of SVDD
is easy to implement and is computationally inexpensive depends on selecting an appropriate parameters ¢ and o
in terms of memory requirements and speed [28]. PSO [27]. The parameter ¢ controls the trade-off between the
is one of the most useful and famous metaheuristics and ~size of the sphere and the number of negative target points
it is successfully applied to various optimization problems —assigned outside the sphere. In other words, increasing the
[44],[45]. The idea of the algorithm is to create a swarm of ~value of ¢ will allow a more positive target to fall outside
particles which move in the space around looking for their the class boundary. At the same time, the width parameter
goal. Two optimization properties that are behind the PSO ¢ regulates the number of support vectors, which works as
algorithm: a balance between the numbers of support vectors and the
* A particle obtains its best position from the own experience, ~size of the sphere [27]. At this stage, a heuristic method
but also takes knowledge from the other particles movements, ~should be integrated in the initialization phase in order to
the evaluation of positions is done through a fitness function, ~find an optimal solution for these parameters. Particle swarm
the specification of this function depends on the problem optimization can be seen as a very promising solution for this
being optimized. task [44], [45]. And, it is now one of the most commonly
« For a best exploration of the problem space, a stochastic used optimization technique.
factor in each particles velocity makes them move through To recap, the hybrid model is formed of three steps. First, a
unknown problem space regions. Each particle is character- Particle Swarm Optimization algorithm is applied to select

ized by a position and a velocity calculated as follows: the optimal solution for ¢ and o. Then, a process of fraudu-
lent transactions identification is made. Finally, an evaluation
zi(t4+1) =z + v (t + 1) (10)  performance process is proposed using the confusion matrix
to evaluate the model accuracy. The diagram of the proposed
vi (t+ 1) = v;(t) + C1 * Randq 1) [PBest;(t) — x;(t)] method is presented in Figure 3.
+C2 % Rand g 1) [GBest;(t) — zi(t)] an | 1- Initialize particle swarm ‘
Where : 2- Encod SVDD¢ t
xi = Position of the particle i vi= Velocity of the particle | SoneedE ki l
i PBesti = Personal best position for the particle i ¢
GBest = Global best position Rand(0,1)= Random value | Treining sample set i_>|3- Train SVDD model }4_
between 0 and 1 CI: acceleration constant corresponding ¢

to the Cognitive component C2: acceleration constant
corresponding to the social component

An inertia Weight (w) can be used to control the velocity that | Testing sample set |
affects the convergence, exploration, and the exploitation ¢
processes in the algorithm.

| 4- Access the fitness value l

5- Whether to meet
the condition

8- Test SVDD with the optimal
solution

v; (t+1) = wxv;(t) + C1 * Randg 1) [PBest;(t) — z;(t)] ¢
| Performance evaluation |
+C2 x Rand(g,1y [GBest;(t) — z;(t)] 12) |6— Update P v and gee |
The way positions and velocities are initialized can have l
an important impact on the performance of the algorithm. 7- U_{?date the velocity and
. osition
Algorithm: i

Figure 3: Flow Chart of the Proposed Model.
- Initialize Population:
- while (condition=true)
- for i=1 to Population size

IV. EXPERIMENTAL RESULTS
e If ©; < Pbest; then Pbest; = x;

Gbest = mini Pbest; A. Datasets
* End ‘ . The performance of the proposal method was examined
* For d=1 to Dimension over three datasets. First, the dataset (DB1) is downloaded
via(t+1) = via(t) + Clx RL(PBesti(t) — zi.a(t)]  from [51], which contains fraudulent transactions generated
ia(t+1) = zia(t) + Via(t +1) by the European credit cardholders in September 2013.
* End Secondly, the dataset (DB2), Synthetic Financial Datasets,
- End is downloaded from [52]. It generated by the PaySim mobile
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money simulator that is based on a sample of real transac-
tions extracted from financial logs. Lastly, the dataset (DB3)
is downloaded from [53], which includes ten million trans-
actions characterized by seven attributes. A brief description
of the datasets is presented in Table I.

Table I: Datasets description

Dataset Attributes Positive Negative Ratio  of
Target Target fraudulent
cases
DBI 30 284315 492 0.17%
DB2 9 6354407 8213 0.12%
DB3 7 9403986 596014 0.15%

A preprocess step, cleaning and removing observations,
is applied to training and testing data in the first place.
Secondly, the datasets are normalized, which is a step that
changes values to a standard scale without distorting the
difference between the range of values. And to be precise,
the training data is randomly selected from the whole dataset,
while the remaining part is used for testing. Indeed, the three
datasets are highly imbalanced, that means, the percentage of
normal transaction is higher than the fraudulent ones [38].
In other words, the classification process tends to predict
that most of the incoming data belongs to the majority
class. Hence, it is important to engage a dataset resampling
process [38],[39]. It consists of removing samples from
the majority class and or adding more examples from the
minority class to achieve better classifier performance. In
our case, the proposed model used undersampling technique
for the resampling process [54], [55], [56]. The Figure 4 and
5 explain the resampling process.

Generate samples
for minority class

I I‘r—""

Original dataset

L

Figure 4: Oversampling technique

Remove samples of
majority class

= |

——

Original dataset

Figure 5: Undersampling technique

B. Experiments

All the experiments were evaluated using the Confusion
Matrix (CM). There are four values obtained in a CM: True
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Positives, True Negatives, False Positive and False Negative
through which the result is studied. The following tables
explain the CM in details. Where TP is the number of

Table II: Confusion Matrix

Predicted Positive
FP: false positive

Predicted Negative
TN: true negative

Actuel Negative

Actuel Positive

FN:false negative TP: true positive

Table III: Classification Performance Measures

Measure Definition

Recall TP/(TP + EN)

Precision TP/(TP + FP)

Accuracy (TP+TN)/( TP+TN+FP+FN)

F1 Score 2*( Precision-Recall)/( Precision +Recall)

fraud samples, TN is the number of non-fraud samples,
FP is the number of non-fraud samples misrepresented as
fraud samples and FN is the number of fraud sample mis-
represented as non-fraud samples. To perform the analysis,
we split each dataset into training (80%)and testing (20%)
set. An 80% training set is employed to train the machine
learning model, and the corresponding 20% testing set is
employed for performance testing of the model. To evaluate
the running model and the corresponding model performance
in the testing set, we will use accuracy to determine the
model’s effectiveness. The details description of the datasets
used in the experiment are presented in Table IV.

Table IV: The details of the datasets used in the experiments

Dataset Attributes Positive Tar- || Negative Tar-
get get
DBI 30 284315 492
DB2 9 635441 411
DB3 7 188080 328
C. Results

The performance accuracy was calculated for SVM and
PSO-SVDD with different kernels. The results show that the
PSO-SVDD method obtained higher performance accuracy
than SVM as shown in Table V.

Table V: Accuracy performance

Dataset SVM SVDD SVDD SVDD
RBF POLY LINEAR
DBI1 90% 94% 67% 79%
DB2 77% 82% 50% 50%
DB3 89% 97% 66% 70%
WCE 2022
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Figure 6: ROC Curve Analysis of SVDD on various kernel
functions for DB1
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Figure 7: ROC Curve Analysis of SVDD on various kernel
functions for DB2
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Figure 8: ROC Curve Analysis of SVDD on various kernel
functions for DB3

V. CONCLUSION

In this paper, the present research investigated a new

method of optimizing credit card fraud detection based
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on combining the PSO and the SVDD. The SVDD-PSO’s
performance was validated in terms of accuracy and learning
speed and compared with the traditional SVM. The results
show that the proposed solution achieved better accuracy
with acceptable performance. It outperformed SVM in terms
of accuracy. In future, we want to extend the work further
with the integration of features selection methods in order to
refine the proposed method.
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