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Abstract—In difficult classification problems of the
z-dimensional points into two groups giving 0-1 re-
sponses due to the messy data structure, it is more
favorable to search for the denser regions for the re-
sponse 1 points than to find the boundaries to sepa-
rate the two groups; this is called the bump hunting.
In a series of previous studies, we have shown that
a bump hunting method using the decision tree com-
bined with the genetic algorithm is useful for certain
customer database, where we have developed a trade-
off curve between the pureness rate and the capture
rate. This paper deals with the behavior of the trade-
off curve from a statistical viewpoint.

Keywords: data mining, ROC curve, recall preci-

sion curve, genetic algorithm, extreme-value statistics,

trade-off curve, decision tree, bootstrapped hold-out.

1 Introduction

Suppose that we are interested in classifying n points in
a z-dimensional space into two groups according to their
responses, where each point is assigned response 1 or re-
sponse 0 as its target variable. For example, if a customer
makes a decision to act a certain way, then we assign re-
sponse 1 to this customer, and assign response 0 to the
customer that does not. We want to know the customers’
preferences presenting response 1. We assume that their
personal features, such as gender, age, living district, ed-
ucation, family profile, etc., are already obtained.

Many classification problems have been dealt with else-
where to rather simpler cases using the methods of the
linear discrimination analysis, the nearest neighbor, lo-
gistic regression, decision tree, neural networks, support
vector machine, boosting, etc. (see [9], e.g.) as funda-
mental classification problems. In some real data cases in
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customer classification, it is difficult to find the favorable
customers, because many response 1 points and 0 points
are closely located, resulting response 1 points are hardly
separable from response 0 points [10, 11]. In such a case,
to find the denser regions to the favorable customers is
considered to be an alternative. Such regions are called
the bumps, and finding them is called the bump hunt-
ing. The bump hunting has been studied in the fields of
statistics, data mining, and machine learning [1, 2, 7, 8].

2 Progress of Our Research

By specifying the pureness rate p, the ratio of the number
of points of response 1 to the total number of points in
some region R in advance, we may obtain the maximum
capture rate cR for the region R, the maximum ratio of
the number of response 1 points in R to the whole number
of ones. Then, a trade-off relationship, T (p, cR), between
p and cR can be constructed; see Figure1.

Figure 1: Three trade-off curves between the pureness
rate and the capture rate: 1) using the training data, 2)
using the extreme-value statistics, 3) using the test data.

You may remind similar curves, i.e., the ROC (Receiver
Operator Characteristic) curve and the Recall-Precision
curve in machine learning and medical fields [4, 6]. Let
TP be true positive, TN be true negative, FP be false
positive, and FN be false negative. Then, recall is de-
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fined by TP/(TP+FN); precision by TP/(TP+FP); true
positive rate by TP/(TP+FN); false positive rate by
FP/(FP+TN); see [4, 6], e.g. Since a response 1 point
in or outside the bump region is considered to be TP
or FN, respectively, and a response 0 in or outside the
bump is FP or TN, the pureness rate can be defined by
TP/(TP+FP) which is identical to precision; the cap-
ture rate can also be defined by TP/(TP+FN) which
is identical to true positive rate and to recall; see Fig-
ure 2. So, a Recall-Precision curve and a capture-rate
pureness-rate curve seem to be equivalent superficially.
However, we should note that these two are totally dif-
ferent from each other. As is seen in Figure 3, it can be
considered that the capture-rate pureness-rate curve is
constructed by collecting the skyline points consisting of
many trade-off curves where each curve is corresponding
to one classifier. In Figure 2, two kinds of error, α and
β, in statistical hypothesis tests are depicted for compar-
ison; the misclassification rate and the accuracy are also
shown.

Figure 2: Confusion matrix in the bump hunting.

In order to make future actions easier, we adopt sim-
pler boundary shapes such as the union of z-dimensional
boxes located parallel to some explanation variable axes
for the bumps; that is, we use the binary decision tree. In
decision trees, by selecting optimal explanation variables
and splitting points to split the z-dimensional explana-
tion variable subspaces into two regions from the top node
to downward using the Gini’s index as in the conventional
method, we may obtain the number of response 1 points
by collecting nodes where the pureness rates are satisfy-
ing to be larger than the pre-specified pureness rate p0.
However, much response 1 points could be obtained if we

Figure 3: Trade-off curve as a skyline curve consisting of
many classifiers.

locate adequate explanation variables to each branching
knot. This is because the conventional algorithm has a
property of the local optimizer. Thus, we have devel-
oped a new decision tree method with the assistance of
the random search methods such as the genetic algorithm
(GA) specified to the tree structure, where the most ad-
equate explanation variables are selected by the GA, but
the best splitting points are obtained by using the Gini’s
index [16]; see Figure 4.

Figure 4: The bump hunting procedure using the decision
tree with the genetic algorithm.

Solutions obtained by the GA primarily are not global
optimal; this is a drawback of the algorithm. However,
we have observed the existence of many multiple local
maxima with each starting point in our GA procedure.
This turns out to become a merit; the use of the extreme-
value statistics [3] is used to estimate the return cap-
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ture rate (expected global maximum capture rate), and
the method did work successfully when the shape of the
marginal density function of an explanation variable is
simple, such as monotonic or unimodal [12, 16]. This
property is also observed in a real customer database [13].

This kind of solution is, however, the best fitted solu-
tion [9]; that is, the rule is constructed using the train-
ing data and the evaluation is performed using the same
training data [5, 15]; so, the solution should have a bias
(see Figure 1, e.g.). If we apply the rule obtained by the
training data to a new test data case having the same
data structure, we may no longer expect the same per-
formance in the new data case. We have noticed that we
should pay much attention to this problem even though
the size of the explanation variable is small. The boot-
strapped hold-out proposed in [14, 17] is effective in this
case.

3 Objective of the Research

Summarizing the above, the trade-off curve we are deal-
ing with have three aspects. The first is the curve ob-
tained by using the training data; we can apply the if-
then-rules to the future data only to this curve. The
second is the return curve obtained by using the extreme-
value statistics; by estimating the ceiling for the capture
rate, we can know where we are. The last is the curve
obtained by using the test data; we can expect the actual
capture rate for response 1. Figure 1 shows the relation-
ships among these three curves. These three are indis-
pensable like the Trinity to comprehend the whole figure
of the trade-off curve between the pureness rate and the
capture rate.

In our previous studies, however, we have not paid at-
tention much to the statistical consideration to the GA
outcomes. In this paper, we deal with this point.

4 Extreme-Value Statistics Approach

As shown [16], for the ten cases of the iteration proce-
dures with ten different initial conditions in an simulated
example, the converged solutions differ from each other
when the initial value is set to different values. Our ge-
netic algorithm have a strong inclination of searching for
the local maxima because we are using the tree structure
in evolution procedure. So far, we have been using the
following evolution procedure:
1) the number of initial seeds is set to 30, and the suc-
cessive number of seeds is 20,
2) the maximum number of evolution procedure is set to
20,
3) the crossover is done using the left wing of a tree and
the right wing of another tree,
4) the mutation rate is set to around 5%

If the mother distribution function is a normal, exponen-

tial, log-normal, gamma, gumbel, or Rayleigh type dis-
tribution, then the limiting distribution of the maximum
values from the mother distribution follows the gumbel
distribution (see [3] e.g.). For example in a data case
where samples are drawn at random with 1/100 proba-
bility from a real customer data case, we have 20 local
maxima of 48, 45, 48, 39, 56, 44, 32, 41, 56, 70, 40, 49, 42,
52, 38, 53, 47, 55, 34, 45, when we specify the pureness
rate of 50%. If we fit the gumbel distribution to the data,
we can estimate the shape and scale parameters as 7.38
and 42.6. Then, the return capture rate for 500 trials
is estimated to be 88.5. Here, the number of samples is
1,635 samples; the number of response 1 is 290; the num-
ber of variables is 44. The frequency distribution and the
fitted gumbel density function to this 20 data are seen
in Figure 5. However, the results by applying the test
data to the rules obtained by the training data was very
pessimistic. The bias between the training data trade-off
and test data one shown in Figure 6 becomes very large
because of large number of explanation variables, result-
ing that the rules obtained by the training data are not
applicable.

Figure 5: Gumbel distribution fit to the 20 local maxima
using the genetic algorithm.

A much larger case is also investigated, where 15,870 sam-
ples, 2,863 response 1 points, and 41 variables are treated.
The 20 local maxima are 207, 230, 251, 258, 255, 238, 170,
229, 204, 292, 247, 218, 281, 237, 230, 206, 195, 208, 193,
147, by the half training data, and the return capture is
estimated as 425.5. The results in this case are found to
be useful because of small biases. See Figures 5 and 6.

However, all the initial seeds have been set to 30 so far.
Considering that the property of the local convergence of
the GA procedure, it would be better to provide much
larger number of seeds to verify if the extreme-value
statistics works well. Figure 7 shows the results of the
number of captures in a data case resampled from the
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Figure 6: Gumbel distribution fit to the 20 local maxima
using the genetic algorithm.

real customer data case when the number of seeds and
the successive number of iterations are set to larger val-
ues. Here, the pre-specified pureness rate is 50% and the
model is 1/100 scale. We can see that the extreme-value
statistics work very well, and we can use this method
even if the number of samples to the gumbel distribu-
tion is small such as 20; we can see that the predicted
captures by the extreme-value statistics preserve almost
a constant value even though the converged local max-
ima are gradually becoming large as the number of seeds
becomes large.

5 Concluding Remarks

In difficult classification problems, the bump hunting
method using the decision tree combined with the genetic
algorithm is useful. In this paper, we have shown that the
trade-off curve between the pureness rate and the capture
rate can be characterized into three categories; 1) using
the training data, 2) using the extreme-value statistics,
and 3) using the test data. Of these, the behavior of the
results using the extreme-value statistics is mainly inves-
tigated. To comprehend the whole figure of the trade-off
curves between the pureness rate and the capture rate,
it is recommended to take into account these three cate-
gories. If the number of explanation variables is large to
some extent and the number of samples is small, the bias
between the result using the training data and that us-
ing the test data may become large even if the relaxation

Figure 7: Number of captures of response 1 versus num-
ber of the seeds in the genetic algorithm.

method is used, showing the pessimistic results. Reduc-
tion of the explanation variables and the increase of the
number of samples will solve this difficulty.

The ROC curve and precision recall curve are compared
to the proposed trade-off curve, showing that the trade-
off curve is different from the precision recall curve even
if they are superficially equivalent. The misclassification
rate, the accuracy, the first kind error and the second
kind error in statistical hypothesis tests are also explained
comparing to the confusion matrix.
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