
 
 

 

  
Abstract—This paper presents a decision support system for 

heart disease classification based on support vector machine 
(SVM) and integer-coded genetic algorithm (GA). Simple 
Support Vector Machine (SSVM) algorithm has been used to 
determine the support vectors in a fast, iterative manner. For 
selecting the important and relevant features and discarding the 
irrelevant and redundant ones, integer-coded genetic algorithm 
is used which also maximizes SVM’s classification accuracy. 
The Cleveland heart disease database is used in this study and it 
consists of 303 cases divided in 5 classes, each with 13 diagnostic 
features. The results of the 5-class classification problem 
indicate an increase in the overall accuracy when using the 
optimal feature subset, accuracy achieved being 72.55% 
indicating the potential of the system to be used as a practical 
decision support system. As a two class problem, disease or no 
disease, the proposed method gives an accuracy of 90.57% 
which shows an improvement over the existing methods. 
 

Index Terms—Medical diagnostic decision support systems, 
SVM, Feature subset selection, Integer coded genetic algorithm, 
Multi class classification.  
 

I. INTRODUCTION 
  In modern times, the number of people suffering from 

heart disease is on a rise. A large number of people die every 
year due to heart disease all over the world and it is the 
leading cause of death in United States [1].  However, 
accurate diagnosis at an early stage followed by proper 
subsequent treatment can result in significant life saving [2]. 
Unfortunately, correct diagnosis of heart disease at an early 
stage is quite a demanding task due to complex 
interdependence on various factors [2]. Hence, there is a 
pressing need to develop medical diagnostic decision support 
systems which can aid medical practitioners in the diagnostic 
process.  

A system for automatic diagnosis of heart diseases using 
neural network is described in [3]. The system uses features 
extracted from the ECG data of the patients. Another decision 
support system using multi layer perceptrons (MLPs) and 
back propagation algorithm is described in [2]. The system is 
used for classifying 5 major heart diseases using 38 input 
variables with an appreciable accuracy level (63.6% - 
 

Sumit Bhatia and Praveen Prakash have completed his B. Tech. in 
Electrical Engineering from Indian Institute of Technology, Roorkee, India 
in June2008. (e-mail: sumit.summit@gmail.com, pravnuee@gmail.com )   

G. N. Pillai was with the Electrical Engineering Department, N. I.T. 
Kurukshera, India. He is now with the Electrical Engineering Department, 
Indian Institute of Technology Roorkee, Roorkee (phone: +91-1332-285198, 
+91-1332-273560,  e-mail: gnathfee@iitr.ernet.in) 

82.9%). Support Vector machines have also been utilized in 
decision support systems such as [4]. A genetic algorithm to 
select optimal feature subset for use with back propagation 
artificial neural networks has been described in [5]. The 
experiments however, have been performed taking the 
Cleveland database as a 2 class dataset. A genetic algorithm 
for feature selection as well as for optimization of SVM 
parameter has been proposed in [6]. Very recently, a real 
coded Genetic algorithm for critical feature analysis for heart 
disease diagnosis has been described in [7]. 

 In this paper we present a decision support system for 
heart disease classification using support vector machine. 
The dataset used is the Cleveland Heart Database taken from 
UCI learning data set repository which was donated by 
Detrano [8], [9]. The dataset is being divided into five 
classes, 0 corresponding to absence of any disease and 
1,2,3,4 corresponding to four different types of diseases. To 
the best of our knowledge, all the published works have used 
the dataset to differentiate between the absence (0) and 
presence (1, 2, 3 or 4) of a disease. In the present work, we 
classify the data into 5 classes, thus classifying the type of 
disease as well. We use a fast iterative algorithm known as 
Simple Support Vector Machine algorithm (SSVM) [10] to 
find the support vectors for building the SVM. Further, since 
a practical decision support system must be highly time 
efficient, therefore in order to avoid the curse of 
dimensionality, we use a Genetic Algorithm to select an 
optimal feature subset which maximizes the SVM 
classification accuracy with a reduced number of features.  

The rest of the paper is organized as follows. Section 2 
describes the theory of Support Vector Machine and 
introduces SSVM algorithm. Section 3 describes the genetic 
algorithm employed and section 4 discusses the 
computational experiments. Section 5 concludes the paper 
with some general remarks.  

 

II.  SUPPORT VECTOR MACHINES 
Support Vector Machine (SVM) is a class of supervised 

learning algorithms first introduced by Vapnik [11]. SVM is 
a learning technique which trades off accuracy for 
generalization error. SVMs build a hyperplane which divides 
examples such that examples of one class are all on one side 
of the hyperplane, and examples of the other class are all on 
the other side. 

Consider input data of the form ( , )i ix y  where the vectors 
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xi are in a dot product space H , and yi are the class labels. 

Formally, any hyperplane in H  is defined as 

{ }, 0x H w x b∈ + =     ,w H b R∈ ∈  

where w is a vector orthogonal to the hyperplane and  

represents the dot product. In an SVM, the idea is to find the 
hyperplane that maximizes the minimum distance from any 
training data point (Fig 1). The following constraint problem 
describes the optimal hyperplane: 

1 2min ( )
2,

w w
w H b R

τ =
∈ ∈

 

subject to ( ), 1i iy x w b+ ≥  

for i = 1, 2, …, m where m is the number of training 
examples. 

The above problem can be solved by introducing the 
Lagrange multipliers ( 0 ( 1,..., )i i mα ≥ = ) and maximizing the 
following dual problem 
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The patterns ix which correspond to non-zero Lagrange 
coefficients are called support vectors.  The resultant 
decision function has the following form 

1
( ) sgn ,

m

i i i
i

y x y x x bα
=

⎛ ⎞= +⎜ ⎟
⎝ ⎠
∑  

Thus the optimal margin hyperplane is represented as a 
linear combination of training points. Consequently, the 
decision function for classifying points with respect to the 
hyperplane only involves dot products between points. The 
algorithm that finds a separating hyperplane in the feature 
space can be stated entirely in terms of vectors in the input 
space and dot products in the feature space. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 1 Maximum margin and optimal hyperplane 
When the samples are not linearly separable, a kernel 

function is used to transforms the data to a higher 
dimensional space where it is linearly separable. The kernel 
function gives the dot product of the two examples in the 
higher dimensional space without actually transforming them 

into that space. This notion, dubbed the kernel trick, allows 
us to perform the transformation for purposes of 
classification to large dimensional spaces. In the nonlinear 
case, resultant decision function has the following form 

1
( ) sgn ( , )

m

i i i
i

y x y K x x bα
=

⎛ ⎞= +⎜ ⎟
⎝ ⎠
∑               

where the kernel function ( , ) ( ), ( )i iK x x x xϕ ϕ= and 

( )xϕ is the nonlinear map from original space to the high 
dimensional space. Two of the most commonly used kernel 
functions are polynomial functions and Gaussian radial basis 
functions and are given by 

Polynomial kernel: ( , ') 1 ' 2,3
kTK x x x X k⎡ ⎤= + =⎣ ⎦  

Radial basis kernel: 21( , ') exp '
2

K x x x x σ⎡ ⎤= − −⎢ ⎥⎣ ⎦
   where 

σ  s the spread of the Gaussian function. 

The maximum margin allows the SVM to select among 
multiple candidate hyperplanes; however, for many data sets, 
the SVM may not be able to find any separating hyperplane at 
all, either because the kernel function is inappropriate for the 
training data or because the data contains mislabelled 
examplese The latter problem can be addressed by using a 
‘soft margin’ that accepts some misclassifications of the 
training examples. In this case introducing slack variables iξ  
and error penalty C, the optimal hyperplane can be found by 
solving the following new quadratic optimization problem 
[12]: 

minimize 2

1

1
2

m

i
i

w C ξ
=

+ ∑  

        subject to ( ), 1i i iy x w b ξ+ ≥ −  

Though the concept of SVM was originally proposed for 
binary classification, various methods have been proposed to 
use SVM for multi-class problems also. “One against One” 
and “One against All” methods are among the most popular 
methods for multi-class classification problems [13]. The 
former involves constructing pC2 binary classifiers, one for 
each pair of a total of p classes. The final class of the test 
point is determined by a pre-defined voting mechanism. In 
the “One against All” method, there is a binary classifier for 
each class to separate the members of that class from all other 
classes. ‘One against one method’ is a better method in many 
applications [14].  

The SSVM algorithm was introduced by Vishwanathan 
and Murty to compute support vectors for a given set of 
points efficiently in an iterative manner [10]. The algorithm 
works by maintaining a candidate Support Vector set and 
updates this candidate set with every iteration. It uses a 
greedy approach to pick points for inclusion in the candidate 
set and backtracking approach is used to prune away points 
which are already present in the candidate set. The candidate 
set is initialized with nearest pair of points from opposite 
classes so as to speed up the whole process. The algorithm 
makes repeated passes over the data to satisfy the KKT 
constraints [10].  
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III. THE INTEGER CODED GENETIC ALGORITHM 
Genetic Algorithms (GA) are a family of computational 

models inspired by evolution. These algorithms encode a 
potential solution to a specific problem on a simple 
chromosome like data structure and apply recombination 
operators to these structures so as to preserve critical 
information [15]. In this paper, we use an integer coded 
genetic algorithm to select top N best features for 
classification out of total M features. Since we are interested 
in selecting an optimal feature subset for classification, we 
use classification accuracy achieved by a feature subset as its 
fitness value. The details about SVM used for classification 
follow later. The algorithm proceeds with the generation of 
initial population which consists of 50 chromosomes. Each 
chromosome is an array of size equal to N and represents a 
feature subset. The elements of the array are assigned 
randomly generated values from 1 to N, each element 
corresponding to a feature.  

The initial population thus generated is subjected to 
Tournament Selection where the fitness values of 
consecutive pairs of chromosomes are compared and the 
winner is selected for Crossover operation. All the selected 
chromosomes are then subjected to One-point Crossover 
where the portions of two consecutive chromosomes after a 
randomly generated crossover site are interchanged.  

Crossover operation is followed by the mutation operation 
which maintains the diversity from one generation of 
population to next by randomly changing a gene sequence of 
a chromosome with certain probability. Accordingly, a 
mutation site is generated for each chromosome with a 
probability and the value at that site is replaced by a 
randomly generated integer from 1 to N. 

Generation of chromosome having similar genes is 
undesirable as this means that a particular feature is repeated 
in the sub set under consideration. Hence this repetition is 
removed through a step which we call as ‘Remove 
Repetition’. This operation is performed on each 
chromosome where each repetition, if any, is replaced by a 
randomly selected number from the set (Zn – Gi), where Zn is 
the set of integers from 1 to N and Gi is the set of numbers 
present in the ith chromosome. Fig. 2 represents this step 
termed as ‘Remove Repetition’. 

 

 
Fig. 2: Remove Repetition 

                              

                           
Fig. 3: Flowchart describing the Genetic Algorithm used. 

The populations before crossover and after mutation are 
then combined together to form a population of size double 
the size of initial population with all the individuals arranged 
in ascending order of their fitness values. The top half 
individuals are then selected for the next generation and the 
cycle continues with the population of the original size. The 
step-by-step procedure followed is depicted in Fig. 3.  

 

IV. COMPUTATIONAL EXPERIMENTS 

A. Dataset used 
In order to test our approach we use the Cleveland Heart 

Database taken from UCI learning data set repository which 
was donated by Detrano [8-9]. The data set consists of 13 
numeric attributes which include age, sex, chest pain type, 
resting blood pressure, cholesterol, fasting blood sugar, 
resting ECG, maximum heart rate, exercise induced angina, 
oldpeak, slope, number of vessels coloured and thal 
respectively. The classes include integers valued from 0 (no 
presence) to 4 (types of heart diseases). Total number of 
patients instances is 303 and 250 of them are used for training 
and rest are used for testing the SVM. 

B. Experimental Setup 
The classification task was performed using Support 

Vector Machines (SVM) implemented using simpleSVM 
software kit [16]. The software provides various options to 

Get number of 
required features 

Generate initial population 

Uniform Crossover 

Bit-Wise Mutation 

Elitism 

Tournament Selection 

Find Fitness Value 

Remove Repetition 

START 

Iteration = 25 

Return optimal 
feature sub set 

END 

YES 

NO 
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tune the SVM’s performance and following experiments 
were conducted to fine tune the performance of SVM: 
a) Type of Multiclass SVM  

The simpleSVM toolkit provides option of using either the 
One against One or the One against All model for multi class 
classification problems. The penalty term can be varied to 
obtain best classification results. Different kernels can be 
used and the parameters of the defining kernel functions can 
be changed. We tested the performance of SVM on all 
different combinations of these parameters keeping all other 
parameters constant and the results obtained are summarized 
below: 
b) The Kernel Function 

The software kit provides the option to use polynomial or 
radial basis function (RBF) kernel functions which are 
defined as follows: 

I. The Polynomial Kernel 
T

p i iK (X,X ) (1 X X ) p= +  
The exponent p is specified by the user. 

II. The Radial Basis Function Kernel 
2

i
r i 2

-||X - X ||
K (X,X )  exp( )

2σ
=  

The width σ2 is width specified by the user. 
We tested the performance of SVM with different 

parameter values for the polynomial and RBF kernels and it 
was concluded that the RBF kernel with parameter value 
0.025 outperforms in terms of classification accuracy. 

The performance of SVM was evaluated for a series of 
values of the penalty parameter C  and it was concluded that 
optimal performance is obtained around C = 150. The 
algorithm gives robust result around this value of C. 
Variation of SVM’s classification accuracy is being 
summarized in Fig. 4. After fine tuning the SVM’s 
parameters, the Genetic Algorithm described in section 3 was 
run using following parameters: 

- Number of generations = 25 
- Population Size = 50 
- Crossover Probability = 0.8 
- Mutation Probability = 0.2 

 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 4: SVM performance with penalty term  'C'. 
The values of crossover probability and mutation probability 
were taken after extensive experimentation. 

C. Experimental Results 
The algorithm was used to select top N features out of a 

total of 13 features of the Cleveland Heart database. The 
results for different values of N are summarized in Table 1.  It 
is to be noted that as the value of N is increased, the new 
optimal feature subset is obtained by addition of new features 
in the previous subset. This shows that addition of a feature 
affects the capability of that particular subset for 
classification either in a positive or negative manner and thus, 
there exists an optimal feature subset at which the accuracy is 
maximized. 

Table 1: SVM performance with different feature subsets. 

N Feature Subset Classification 
Accuracy 

5 {3,7,8,12,13} 69.37% 
6 {4,3,7,8,12,13} 72.55% 
7 {1,4,3,7,8,12,13} 70.36% 
13 {1,2,3...,12,13 61.93% 

 
As a two class classification problem, 0 corresponding to 

absence of any disease and 1,2,3,4 corresponding to presence 
of heart disease, the proposed method gives a classification 
accuracy of 90.57% which is better than the previous results 
[4, 17]. Classification accuracy of 83.8% is obtained in [17] 
using 80 percent of data for training for the two class 
problem. 
 

V. CONCLUSION 
In this paper, a decision support system for heart disease 

classification is described. Integer coded Genetic Algorithm 
is used to find the optimal feature subset for maximizing 
SVM’s classification accuracy with a reduced number of 
features. SSVM algorithm is used to find the support vectors 
in a fast, iterative manner. The algorithm is implemented 
using simpleSVM toolkit and the performance of SVM is 
fine tuned after carrying out detailed experimentation with 
different parameters provided with the toolkit. The maximum 
accuracy is obtained using ‘one against one’ multi-class 
SVM with RBF kernel with width 0.025 and penalty factor 
150.The application of Genetic Algorithm for feature 
selection enhanced the performance of the SVM to a great 
extent and a high accuracy of 72.55% was obtained using 
only 6 out of 13 features, as against an accuracy of only 
61.93% using all the features. As a two class problem, the 
proposed method gives an accuracy of 90.57% which is 
better than the existing methods. Future research involves 
more intensive testing using a larger heart disease database to 
get more accurate results. 
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